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Abstract

In this paper we outline a supervisor synthesis proce-
dure for safety control of a class of hybrid systems.
The procedure is conducted online based on a limited
exploration of the state space. We establish feasibility
conditions for online controllability with respect to the
safety specifications, and provide an upper limit for the
accuracy error of the online controller.1

1 Introduction

Hybrid systems are dynamic systems with both
discrete-event and continuous-time based components.
Examples of hybrid systems include traffic networks,
automotive systems, robots, and manufacturing sys-
tems. Considerable research work has been dedicated
recently to the study of hybrid systems. See for exam-
ple [1, 6] and the references therein.

In this paper, we present an online approach to the
safety control of hybrid systems. The safety control
problem requires the system to move to a predeter-
mined safe region from a given set of initial states in
the state space of the system. The proposed approach
does not require the existence of a finite quotient equiv-
alent for the system. Moreover, the approach can be
adapted to accommodate possible changes in the sys-
tem parameters that may occur as a result of a fault
or parameter changes in time-varying systems.

The proposed procedure is conceptually similar to the
model predictive control approach [5, 7] in which a lim-
ited time forecast of the process behavior at each state
is optimized according to given criteria. Also related
to our work is the limited lookahead supervision of dis-
crete event systems (DES) [3]. In this approach a tree
of all possible states is generated up to a given depth,
then a control action is chosen to satisfy the specifica-
tion. Online DES supervision was extended to a class
of extended state machines in [2].
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2 Switching Hybrid Systems

In this paper we consider a special class of hybrid sys-
tems, referred to as switching systems, with dynamics
described by the discrete-time equation

x(k + 1) = φ(x(k), r(k))

where k ∈ 0, 1, . . . is the time index, x(k) ⊂ Rn is the
discrete state vector, and r(k) ⊂ Rm is the discrete
valued input vector at time k. We will use X and
R to denote the state space and the input set for the
system, respectively. We assume that the set of inputs
R is finite. Boldface letters are used to denote vectors
and vector-valued signals. For a vector x we will write
xi to denote its ith component.

The above representation is general enough to describe
a wide class of hybrid systems, including nonlinear sys-
tems and piecewise linear systems. The requirement
that the input set R is finite is typical in many prac-
tical computer-controlled systems, where the input is
usually discrete and restricted within certain limits.

3 Online Safety Control

The problem of safety control is stated as follows.
Given a switching system H and a set of safe states
Xs and a set initial states Xo ⊆ X where Xs ⊂ Xo,
design a supervisor S that can drive the system from
any state in Xo to Xs in a finite time using a finite
sequence of inputs. In addition, the supervisor is re-
quired to keep the system stable within the set Xs.

We propose an online supervision algorithm that ex-
plores only a limited part of the system state space
and selects the next input based on the available infor-
mation about the current state. For the safety control
problem, the selection of the next step is based on a
distance map Ds : Rn → R that defines how close the
current state is to the safe region. The distance map
can be generally defined as follows: Ds(x) = 0 for all
points x ∈ Xs and for all other points (x 6∈ Xs),

Ds(x) = min{a ∈ R | (∃x′ ∈ Xs) ‖x− x′‖ = a}

where ‖.‖ is a proper norm for Rn. In other words,



Ds(x) is the minimal distance between x to the safe
region Xs.

The online supervision algorithm starts by constructing
the tree of all possible future states from the current
state xc up to a specified depth. To avoid the Zeno
effect, in which the controller may try to preempt time
indefinitely through continuous switching, we require
that any input switching event is followed by at least
one sampling period. The exploration procedure iden-
tifies the set of states with the minimal distance from
Xs based on the distance map Ds. A state xm is then
chosen from this set based on certain optimality crite-
rion (for example, minimal input switching), or simply
picked at random. The chosen state is then traced back
to the current state xc and the event leading to xm is
used for the next step.

A hybrid system H is said to be online controllable in
the region Xo ⊆ X if there exists δ̌Xo

> 0 such that for
any partition {n+, n−} of the set [1 . . . n] there exists
an input r ∈ R such that (∀x ∈ Xo)(∀i ∈ [1 . . . n]),

i ∈ n+ ⇒ φi(x, r)− xi > δ̌Xo
,

i ∈ n− ⇒ xi − φi(x, r) > δ̌Xo

That is, H is online controllable in the region Xo if at
any state x ∈ Xo it is always possible to find an input
that can control the next step direction by increment-
ing some components of x and decrementing the other
components.

Consider a hybrid system H which is online control-
lable within a region Xo. For a state xo ∈ Xo write
φc(xo, k) for the state x(k) obtained from the online
control algorithm after k time steps starting from xo.
The accuracy error of the online controller within the
region Xo and for a distance map Ds after k time steps
is defined as follows,

Ek(Xo, Ds) = min{Ds(φc(xo, k)) | xo ∈ Xo}

That is, Ek(Xo, Ds) is the minimal distance to the safe
region that can be obtained starting at any state in Xo

after k time steps. The accuracy error of the online
controller can be estimated based on the upper limit
of the distance covered by the system in a single step.
Write δ̂Xo

for the maximal single step absolute change
to any component in a state x ∈ Xo under any input
from R, namely δ̂Xo

is equal to

max{|φi(x, r)− xi| | x ∈ Xo, r ∈ R, i ∈ [1 . . . n]}

Write δ̂Xo
for the vector (δ̂Xo

, . . . , δ̂Xo
).

Proposition 1 There exists N > 0 such that

(∀k > N) Ek(Xo, Ds) ≤ 0.5‖δ̂Xo
‖

2

Therefore, an online controllable system H can be
driven by the online controller in finite time to a safe
region Xs ⊆ Xo with a maximum accuracy error of
0.5‖δ̂Xo

‖. In the implementation of the online control,
the sets Xo and Xs are adjusted to take into account
this accuracy error as well as the existence of measure-
ment noise.

The parameters δ̌Xo
, δ̂Xo

can be used to reduce the
search tree in the online control algorithm. The algo-
rithm can safely stop exploring if there is no prospect of
further reduction in the current minimal distance along
any path starting from the current node up to the limit
of the search tree. This can easily be determined using
the values δ̌Xo

, δ̂Xo
, and the predefined depth of the

search tree.

4 Example: two-tank system

Consider the two tank system reported in [4] and shown
in Figure 1. In this system, a liquid is pumped at a
constant rate into Tank 1 through valve v1 which can be
switched on (v1 = 1) or off (v1 = 0). A unidirectional
valve v12 is used to control the flow of liquid from Tank
1 to Tank 2. In tank 2, the liquid is drained out at a
constant rate.
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Figure 1: The two-tank system

The system can be represented as hybrid system H
with two continuous variables h1, h2 representing the
height of the fluid in the each tank respectively and
two binary inputs v1, v12. The dynamics of the two
tank system can be described by the following nonlinear
difference equations.

h1(t+ 1) = a1v1 − b v12 sq(h1(t)− 0.3) + h1(t)

h2(t+ 1) = b v12 sq(h1(t)− 0.3) − a2 + h2(t)

where sq(x) =
√
x if x ≥ 0 and 0 otherwise, a1 and a2

are constants depending on the flow rates into Tank1
and from Tank2 respectively, and b depends on the flow
rate from Tank1 to Tank2. The following table shows
the effect of different input combinations on the direc-
tions (signs) of the differences ∆h1 = h1(t+ 1)− h1(t)
and ∆h2 = h2(t+ 1)− h2(t).



Input ∆h1 ∆h2

(v1, v12) + 0 − + 0 −

(0, 0) F T F F F T

(0, 1) F h1 ≤ .3 h1 > .3 h1 > c1 h1 = c1 h1 < c1

(1, 0) T F F F F T

(1, 1) h1 < c2 h1 = c2 h1 > c2 h1 > c1 h1 = c1 h1 < c1

In the above table T and F indicate the true (always)
and false (never) conditions respectively, c1 = (a1/b)

2+
0.3, and c2 = (a2/b)

2+0.3. Based on the above table it
is easy to verify that the system is online controllable
within the region defined by

(
a2
b
)2 + 0.3 + ε < h1 < (

a1
b
)2 + 0.3− ε

where ε is any chosen small positive number. Within
this region δ̂Xo

and δ̌Xo
are approximately

√
2a1 and√

2ε respectively.

The safety specification of the two tank system is to
keep the level of the fluids in the two tanks within a
specified limits, namely

Xs = {(h1, h2) | h1 ∈ [ĥ1, ȟ1] and h2 = [ĥ2, ȟ2]}

given that the system is initiated within a region Xo ⊃
Xs. To satisfy such specification, the parameters a1, a2,
and b must be tuned so that the system is online con-
trollable within the specified initial region Xo.

The online controller can accommodate parameter
changes of the model as long as the system is tuned
to remain online controllable. For example, consider
the possibility of leak in the first tank as shown in Fig-
ure 1. In this case, the difference equation for h1 can
be written as follows

h1(t+ 1) =a1(v1 − α uL sq(h1(t))−
b v12 sq(h1(t)− 0.3) + h1(t)

where uL is an uncontrolled binary input indicating the
presence of leak in the first tank, and 0 < α < 1 is the
estimated fraction of the inflow from v1 that is drained
due to the leak. For small α and for h(t) > 0.3, the
term a1(v1 − α uL sq(h1(t))) can be approximated to
a1(v1 − α uL). In this case, it can be checked that the
system is online controllable in the region

(
a2
b
)2 + 0.3 + ε < h1 <

(

a1(1− α)

b

)2

+ 0.3− ε

Therefore, the online controllability of the system can
be maintained under the possibility of small leak in
Tank1 by either reducing the initial region of operation,
Xo, or adjusting the inflow parameter a1 to compensate
the effect of the leak.

Figure 2 shows the fluid level and the input values for
the two tank system under online control with tree
depth of 7 in the presence of 5% measurement noise. It
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Figure 2: Fluid levels in the controlled two-tank system

is assumed that a leak with α = 0.4 occurred at time
t = 350. The safe region is defined by h1 ∈ [0.55, 0.65]
and h2 ∈ [0.11, 0.09]. For a tree depth of 7 there are
5461 nodes to explore at each time step, however, using
the information about δ̂Xo

and δ̌Xo
an average of 748

nodes are explored at each time step.

5 Conclusion

In this paper we presented a limited lookahead ap-
proach for safety control of a general class of hybrid
systems. In future work, we will investigate more ef-
ficient tree exploration techniques, and redefine online
controllability to take into account the position of the
initial state relative to the safe regions.
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