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Abstract

Collaborative localization and discrimination of multiple acoustic sources is an important
problem in Wireless Sensor Networks (WSNs). Localization approaches can be categorized as
signal-based and feature-based methods. The signal-based methods are not suitable for col-
laborative localization in WSNs because they require transmission of raw acoustic data. In
feature-based methods, signal features are extracted at each sensor and the localization is done
by multisensor fusion of the extracted features. Such methods are suitable for WSNs due to
their lower bandwidth requirements. In this paper, we present a feature-based localization and
discrimination approach for multiple harmonic acoustic sources in WSNs. The approach uses
acoustic beamform and Power Spectral Density (PSD) data from each sensor as the features for
multisensor fusion, localization, and discrimination. We use a graphical model to formulate the
problem, and employ maximum likelihood and Bayesian estimation for estimating the position
of the sources as well as their fundamental and dominant harmonic frequencies. We present
simulation and experimental results for source localization and discrimination, to demonstrate
our approach. In our simulations, we also relax the source assumptions, specifically the har-
monic and omnidirectional source assumptions, and evaluate the effect on localization accuracy.
The experimental results are obtained using motes equipped with microphone arrays and an
onboard FPGA for computing the beamform and the PSD.

Keywords: Acoustic source localization, Wireless sensor networks, Feature-level fusion, Probabilis-
tic graphical model, Bayesian estimation, Maximum likelihood estimation.

1 Introduction

Acoustic source localization is an important problem in many diverse applications such as military
surveillance and reconnaissance, underwater acoustics, seismic remote sensing, and environmental
monitoring [1, 2, 3]. Recently, innovative applications such as smart video-conferencing [4], audio-
video sensor fusion and target tracking [5, 6] have also been proposed to utilize source localization.
Traditional acoustic source localization methods were developed for wired sensor networks [7]. In
Wireless Sensor Networks (WSNs), collaborative source localization is used to estimate the positions
of multiple sources by fusion of observations from multiple sensors. There are two broad classes of
methods for collaborative source localization. The first class of approaches, where the estimation
is done by fusion of the raw sampled signals, is called signal-based or signal-level fusion. The



second class of approaches, where signal features are extracted from raw data at each sensor and the
estimation is done by fusion of the extracted features, is called feature-based or feature-level fusion.
The signal-level fusion methods are not suited for WSNs because they require transmission of the
raw signal, which is costly due to limited bandwidth and power. On the other hand, the feature-level
fusion methods are appropriate for WSNs due to their lower bandwidth and power requirements.

In this paper, we present a feature-level fusion approach to collaborative localization and discrim-
ination for multiple harmonic sources in WSNs. Source discrimination involves spatial discrimination
where the goal is to separate the sources in space, and frequency discrimination where the goal is to
separate the sources in frequency. We use beamforms and Power Spectral Densities (PSDs) as the
signal features. The advantage of using the beamform over signal energy is that the beamform cap-
tures the angular variation of signal energy, which results in better localization resolution, and hence
better spatial source discrimination. Assuming harmonic sources, the use of PSD as another signal
feature allows frequency discrimination. Advances in sensor network hardware and FPGA integra-
tion has allowed us to implement real-time algorithms for computing such features. Furthermore,
the communication bandwidth available in WSNs is sufficient to support wireless transmissions of
such features [6].

We use a graphical model to formulate the problem, and employ Maximum Likelihood (ML)
and Bayesian estimation for estimating the position of the sources as well as their fundamental and
dominant harmonic frequencies. Directed graphical models, which are generalization of Bayesian
networks, are directed graphs in which nodes represent random variables, the directed edges represent
causality between random variables, and the (lack of) edges capture conditional independence of
random variables [8]. We represent the unknown source locations and frequencies as hidden state
variables, and the acoustic features as observable variables (or observed data). In directed graphical
models, the edges are directed from the hidden state variables to the observed data. Directed
graphical models require generative models that describe the observed data in terms of the process
that generated them, and the hidden state variables. We present generative models for the beamform
and PSD data that describe them in terms of a generative process and the unknown source locations
and frequencies.

In our approach, the solution to the collaborative localization and discrimination problem is
divided into two steps as source separation and source localization. The idea is to separate the sources
in the frequency domain using the PSD data from the sensors, and then use the separated sources
for localization and discrimination. We analytically show that source separation is independent
of source localization, as long as the sources and the sensors are stationary. We develop a ML
estimation method for source separation and use Bayesian estimation for localization. We use
Markov Chain Monte Carlo (MCMC) methods, specifically Gibbs sampling and slice sampling [9] for
implementing both ML and Bayesian estimation. The advantages of the two step approach instead
of joint estimation are twofold. First, estimation in two steps has lower computational complexity
than joint estimation. Second, the variances of the likelihood functions for source separation and
source localization are significantly different. In context of Monte Carlo methods, joint estimation
may cause slower convergence, and require a large number of samples.

We present simulation results for multiple source localization in a grid sensor network. We
study three simulation scenarios where (1) we increase the number of sources, (2) we increase the
average source SNR of two sources present in the sensing region, and (3) we increase the separation
between the two sources. Our results show that as the separation between sources increases, the
algorithm is able to achieve higher localization accuracy, comparable to single source localization.
We present evaluation of the localization accuracy when the assumptions for the acoustic sources
are relaxed; specifically the harmonic and omnidirectional source assumptions. The localization
accuracy degrades gracefully when source harmonicity is decreased. We also present evaluation



of the localization accuracy with PSD data compression. As expected, the localization accuracy
improves as more PSD data is available.

Finally, we implement the feature extraction algorithms on an FPGA chip onboard MICAz sensor
nodes, and conduct outdoor experiments with real acoustic sources. Outdoor experimental results
reinforce the simulation results. For smaller source separations the average localization error remains
low but the algorithm is not able to disambiguate the two sources. For larger separations, the
localization error is decreased.

The rest of the paper is organized as follows. Related work is present in Section 2. In Section 3,
we present the acoustic source model, signal propagation model and feature extraction algorithms.
Section 4 describes the graphical model. Sections 5 and 6 describe the source separation and source
localization algorithms, respectively. In Section 7, we describe Gibbs sampling and slice sampling.
We present results for various simulation scenarios in Section 8, and the outdoor experiment setup
and results in Section 9. We conclude in Section 10.

2 Related Work

Signal-based methods for acoustic source localization typically make use of Time Delay of Arrival
(TDOA) and Direction of Arrival (DOA). An overview of theoretical aspects of TDOA-based acous-
tic source localization and beamforming is presented in [10], along with a localization algorithm
based on ML estimation. For multiple acoustic sources, an Approximate Maximum Likelihood
(AML) algorithm based on alternative projection method is also presented. An empirical study of
collaborative acoustic source localization based on an implementation of AML is shown in [3].

Among feature-based methods, Energy-Based Localization (EBL) methods utilize signal energy
as the features. Least-squares formulations for EBL have been presented in [11, 12]. A ML formula-
tion with capability for multiple source localization is presented in [13]. They use a multiresolution
search algorithm and an expectation-maximization (EM) like iterative algorithm for estimation. We
use the beamform instead of the signal energy as the feature. The advantage is that the beamform
captures the angular variation of signal energy, which results in better localization resolution, and
hence better source discrimination.

The classical approaches to multiple target tracking include data association-based approaches
such as Multiple Hypothesis Tracking (MHT) [14] and data association filters [15, 16]. These ap-
proaches use a set of exclusive and exhaustive hypotheses either associating measurements with the
targets and clutter, called target-oriented methods, or associating targets with measurements, called
measurement-oriented methods. Probabilities are computed for each hypothesis and the most prob-
able hypotheses are used to compute target estimates. The number of hypotheses is combinatorial
in the number of targets and measurements, as well as in time.

In data association-based approaches, the measurements are noise-corrupted sensor readings
related to the state of a target, such as range and/or azimuth from a sensor, etc. The measurements
are usually not raw data points, but rather the outputs of signal processing and detection subsystems
[16]. The sensor model assumes that each measurement (or detection) corresponds to a single target
(i.e. each measurement originated either due to a single target or due to noise). Also, each target
generates a single measurement and the measurement due to one target is not affected by the presence
of other targets. In other words, a measurement for a target would be same regardless the presence
of other targets in the scene. Due to these assumptions, the data-association based approaches are
not able to model target interaction and mixed measurements, which results in unresolved targets
[17]. The problem of mixed measurements and unresolved targets is even more significant in acoustic
sensors because the acoustic source signals from multiple targets are additive.



Due to the fact that measurements are not raw data points, but the outputs of signal processing
and detection subsystems, the data association-based tracking can be categorized as high-level (or
decision-level) fusion. In high-level fusion, discriminating information is lost, especially for sensing
models where raw data is a mixture of the signals originating from multiple targets. Alternate
approaches can utilize low-level (or signal-level) fusion, or medium-level (or feature-level) fusion.
Signal-level fusion methods are not suitable for WSNs because they require transmission of the raw
signal, which is costly due to limited bandwidth and power. Feature-level fusion methods include
signal processing and feature extraction algorithms that eztract informative features from the raw
data, which are communicated to the sensor fusion node. These methods require explicit target
interaction models and observation models that describe the generation of features. Feature-level
fusion methods are appropriate for WSNs due to their lower bandwidth and power requirements, at
the same time, they maintain sufficient discriminating information.

More recent approaches to multitarget tracking include joint tracking using Bayesian inference
where the quantity of interest is the joint multitarget state, which is the concatenation of individual
target states [18]. Joint Bayesian inference has the advantages of providing a recursive solution with
arbitrary target dynamic models and observation models. Several approaches based on Bayesian
estimation [19, 20] and graphical models [5, 21] have been also proposed. Sequential Monte Carlo
(SMC) implementations for Bayesian estimation and multitarget tracking are presented in [22, 23]. A
Bayesian approach for tracking the DOA of multiple targets using a passive sensor array is presented
in [19]. A Bayesian approach for multiple target detection and tracking, and particle filter-based
algorithms are proposed in [20]. A graphical model based approach for audiovisual object tracking
that fuses audio and video data from a microphone pair and a camera is presented in [5]. A graphical
model formulation for self-localization of sensor networks using a technique called nonparametric
belief propagation is presented in [21]. The feature-based localization approach in this paper also
uses a graphical model that models multiple target interaction and mixed measurements through
generative models for the acoustic features. We use MCMC methods for source separation and
localization, and we analytically show that source separation is independent of source localization.

An alternative to Bayesian statistics for multiple target tracking is Finite Set Statistics (FISST).
The Bayesian framework treats the states and observations as realizations of random variables. In
FISST framework the multitarget state and multiple observations are treated as finite sets. The
systematic treatment of multisensor multitarget tracking using random set theory and FISST is
presented in [24]. The FISST Bayes multitarget recursion is generally intractable. An approach
to approximate the multitarget Bayes recursion by propagating the Probability Hypothesis Density
(PHD) of the posterior multitarget state is proposed in [25]. This strategy is similar to the constant
gain Kalman filter that propagates the mean of the posterior single-object state. The PHD recursion
still involves multiple integrals with no closed forms in general. Several SMC implementations of the
PHD filter are proposed in [26, 27]. Like hypothesis-based tracking approaches, the FISST based
tracking also assumes one-to-one association between targets and measurements, which results in
similar limitation as for the hypothesis-based tracking approaches.

3 Acoustic Source Localization & Discrimination

We consider a WSN of K acoustic sensors in planar field and M far-field stationary acoustic sources
coplanar with the sensor network. The objective is to estimate the 2D position of all the sources and
discriminate them, both in frequency and space, using the received acoustic signals at the sensors.
To localize the acoustic sources, we assume each sensor node is equipped with an array of Ny,
microphones. The acoustic wave front incident on the microphone array is assumed to be planar



for far-field sources. Each sensor receives an acoustic signal that is a combination of source signals.
The sensors run signal processing algorithms to compute the beamform and PSD features. In the
rest of the section, we describe the source assumptions, source model, signal propagation model and
signal processing algorithms for feature extraction.

3.1 Acoustic Source Model

The main assumptions made for the acoustic sources are: (1) omnidirectional and stationary point
sources, (2) emitting stationary signals, (3) the source signals are harmonic, and (4) the cross-
correlation between two source signals is negligible compared to the signal autocorrelations. Har-
monic signals have a fundamental frequency, also called the first harmonic, and other higher-order
harmonic frequencies that are multiples of the fundamental frequency. The energy of the signal is
contained in these harmonic frequencies only. The harmonic source assumption is satisfied by a wide
variety of acoustic sources [28]. In general, any acoustic signal originating due to the vibrations from
rotating machinery will have a harmonic structure. The state for the m!® acoustic source is given

by: (1) the position x(™) = [x(m), y(m)]T, (2) the fundamental frequency w;m), and (3) the energies
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frequencies.

In practice, some of the assumptions may not be always true. For example, the engine sound of
a vehicle may not be omnidirectional and will be biased toward the side closer to the engine. The
physical size of the acoustic source may be too large to be adequately modeled as a point source
for sensors very close to the source. In an outdoor environment, strong background noise, including
wind gusts, may be encountered during operation. Perhaps the most restrictive assumption is that
the source signals are harmonic. In addition to the harmonic components, the engine sound signal
may contain other frequency components, which when not accounted for, may cause localization to
deteriorate. In Section 8, we present empirical evaluation of localization accuracy when the source
assumptions are relaxed, specifically the harmonic and omnidirectional sources assumptions, and it
is shown that the localization accuracy degrades gracefully.

3.2 Signal Propagation Model

The intensity of an acoustic signal emitted omni-directionally from a point sound source attenuates
at a rate that is inversely proportional to the distance from the source [13]. The discrete signal
received at the p'”* microphone on a particular microphone array is given by
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for samples n = 1,---, L, where L is the length of the acoustic signal, M is the number of sources,
wp[n] is white Gaussian measurement noise such that w,[n] ~ N'(0,02), s™[n] is the intensity of

the m'" source measured at a reference distance dy from that source, T,Em is the propagation delay

of the acoustic signal from the m!* source to the p!* microphone, and x, denote the microphone

position. We define the multiplicative term in Equation (1) as the attenuation factor, )\ém), given
by
do
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3.3 Acoustic Features

The two acoustic features used for feature-level fusion are beamform and PSD. The details of the
feature extraction algorithms are given below. Details related to an FPGA implementation are given
in Section 9.

3.3.1 Beamform

Beamforming is a signal processing algorithm for Direction-of-Arrival (DOA) estimation of a signal
source using an array of microphone [10]. In a typical delay-and-sum single source beamformer, the
2D sensing region is discretized into directions, or beams as o = i2%, where i =0,--- ,Q — 1 and Q
is the number of beams. The beamformer computes the energy of the reconstructed signal at each
beam direction. This is achieved by delaying and summing the individual microphone signals. The
delayed and summed signal is given by

Nmic
rln] = Y rpln + tp(@)] (2)

where « is the beam angle, 7,[]] is the received signal at the p!* microphone, ¢ is the index of a
reference microphone, N, ;. is the number of microphones, and ,,(«) is the relative time delay for
the p'* microphone with respect to the reference microphone ¢, given by

tpqg(a) = dpgcos(a — Bpg) f5/C

where dp, and f3,, are the distance and angle between the p'* and ¢'* microphones, and fs and C
are signal sampling rate and speed of sound, respectively. The beam energy is given by

Bla)=Y P =3 [Z ol + %(a)]]

n=1 L p=1

2

Beam energies are computed for each of the beams, and are collectively called the beamform. The
beam with maximum energy indicates the DOA of the acoustic source. In case of multiple sources,
there might be multiple peaks where the maximum peak would indicate the DOA of the highest
energy source. Figure 1(a) shows a beamform for two acoustic sources.

3.3.2 Acoustic PSD

PSD estimation is a signal processing algorithm for estimating the spectrum of the received acoustic
signal, which describes how the power of the signal is distributed with frequency [29]. We compute
the PSD as the magnitude of the Discrete Fourier Transform (DFT) of the signal

where Y(w) = FFT(r, Nppr) is the DFT of the signal r[n|, Nppr is the length of the transform,
and Y (w) is the complex conjugate of the transform. For real-valued signals, the PSD is real and
symmetric; hence we need to store only half of the spectral density. In our implementation, we
compress the PSD data for wireless transmission by storing and sending the frequency-power pairs,
(wj, 1), for Npgp frequencies with the highest power values. Figure 1(b) shows an acoustic PSD
estimate for a received signal when two harmonic sources are present.
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Figure 1: (a) Acoustic Beamforms; The beamforms for single sources clearly show peaks at the
source location but the beamform when both sources are present does not show two peaks. (b)
Power spectral density (PSD); the highest PSD values are shown as empty circles. The PSD is
compactly represented as pairs of the highest PSD values and corresponding frequencies.

4 Graphical Model Overview

Probabilistic graphical models provide a systematic methodology to handle uncertainty and com-
plexity in real systems. They are playing an increasingly important role in the design and analysis
of machine learning, bio-informatics, audio processing and image processing algorithms [8, 30]. In a
probabilistic graphical model, each node represents a random variable (or a group of random vari-
ables), and the edges express probabilistic relationships between these variables. The lack of an edge
between nodes represents conditional independence. The graph structure captures the way in which
the joint distribution over all the random variables can be factorized into a product of local function
defined on nodes and their immediate neighbors (a subset of random variables). Hence, problems
involving computation of quantities related to the joint probability model can be profitably cast
within a graph theoretic framework. In particular, the underlying structure of the graph is closely
related to the underlying computational complexity of an inference problem [8].

The graphical models can be categorized as undirected and directed graphical models. Undirected



graphical models capture correlation between random variables, while directed graphical models
capture causality between variables. In directed graphical models, also called Bayesian networks,
the edges are directed from hidden variables to observed variables. The directed graphical models
require generative models that describe the observed data in terms of the process that generated
them, and the hidden variables.

The model shown in Figure 2 is an example of a directed graphical model. We use this graphical
model to formulate the source separation and localization of multiple sources problem. We use plate
notation to represent the repetition of the random variables [31]. The plate index, M on the upper
plate represents repetition of the hidden variables for M sources, while the index, K on the lower
place represents repetition of the observed variables for K sensors. In the figure, the nodes with clear

of

- S, 27T,

.
Ay
1
/
\
R

Y XL
:

Figure 2: Graphical model.

background denote hidden state variables; x("™), w}m) , (™) denote source position, fundamental fre-

quency and harmonic energies for the m** source, respectively. The nodes with shaded backgrounds

denote observed variables; By and P, denote the beamform and the PSD received at k' sensor, re-
spectively. Finally, the nodes with dotted outlines denote functions of random variables, or auziliary
random variables that capture the functional dependence of the observed variables on the hidden
variables. The two auxiliary variables shown in the graphical model are the angle Hl(cm) and the

attenuation factor )\ém). These variables will be utilized in the generative models for the observed
variables.

We perform multiple source localization and discrimination in two steps. First, we use the
PSD data only to separate the sources, which in our problem, refers to separating the PSDs of
the sources. For harmonic sources, estimation of fundamental frequencies is sufficient for source
separation, because all the dominant frequencies in the signal are multiples of the fundamental
frequency. An ML estimation method is proposed in the next section for fundamental frequency
estimation. It is shown that the ML estimate is independent of the source location, which is intuitive
because the dominant frequencies in the source signal are independent of the source location, as long
as the source and the sensor are stationary. In the second step, we use the beamform data and the
separated source PSDs to localize all the sources.

We chose to perform multiple source localization in two steps instead of joint estimation because
of the following two reasons. First, estimation in two steps has lower computational complexity
than joint estimation. In the context of Monte Carlo methods, let the number of samples needed
be exponential in state dimension, N o« D%, where D > 1 is the state dimension and o > 1 is the
exponential factor. The joint estimation of two state variables with dimensionality Dy and Dy would



require Njoint (D1 4+ D2)® samples, while separate estimation would require Nyeparate < D + DS
samples. For Di, Dy, a0 > 1, one can show that Njoing > Neeparate- Second, the variances of the
likelihood functions for source separation and localization are significantly different. In Monte Carlo
context, joint estimation may cause slower convergence, and require a large number of samples.
Moreover, as mentioned earlier, the ML estimate for source fundamental frequencies is independent
of the source locations, further supporting the two step process of source separation and source
localization.

5 Source Separation

In this section, we present the first step of our approach, which is source separation and frequency
discrimination. We use the PSD data only to separate the sources.We propose an ML estimation
method for source separation. In ML estimation, we need the data likelihood function for the PSD
data, which requires a generative model. We begin by presenting the generative model and the
likelihood function for the PSD data. We also present a result showing that the likelihood function
at the ML estimate of harmonic energies is independent of the source positions. Finally, we present
the ML estimate for source fundamental frequency.

5.1 Generative Model for PSD Data

For harmonic sources, the PSD can be given by

H
PM(w) =Y o™ (w — huf™) (3)

h=1
where m = 1,--- , M are source indices, w is the frequency, w{™ is the fundamental frequency, w,(Lm)

is the energy in the A" harmonic, H is the number of harmonics, and §(-) is the Dirac delta function.
Using Equation (3), we derive a generative model for the PSD data received at a sensor node. The
following proposition states the generative model for the PSD data.!

Proposition 1 For an arbitrary number of acoustic source signals, the power spectral density of the
signal received at a sensor is given by

N

M M
P(w) = Y 3 AMA (PI(w) P (@) "

cos(®™ (w) — d™ (w))

where M is the number of sources, \'™ is the attenuation factor, and ®("™) (w) is the phase spectral
density, which is given by

" (w) = g™ — || xI™ —x, || w/C

where ¢("™) is the phase of the source signal, x\"™) and x4 are the positions of the source and the
sensor, respectively.

IThe proof of this and all other propositions are given in the appendix.



The expression in Equation (4) can be approximated using the following observation. Since we
do not maintain the phase of the signal in the source model (see Section 3), we assume all the phases
to be normally distributed with equal mean. The expected value of the cosine of the difference of
two normally distributed angles is one, i.e. E[cos(®; — ®;)] = 1. Therefore, Equation (4) can be
approximated as

2

M 1/2
P(w) ~ [Z Alm) (P<m> (w)) ] (5)
m=1

5.2 Data Likelihood & ML Estimate
Using Equation (5), the negative log-likelihood for PSD data at the kth sensor is defined as

00, W, X) = i / | Pulw) — Pr(w) | do (6)

where Py (w) is the observed PSD at the kth sensor, and
T
1 M
O = [w;{... M} >]
U [w(n,... ,w(mr
T
M) = {qﬂ o %)}

T
X — {Xu), . ,x<M>}

Assuming a discrete frequency variable, Equation (6) can be rewritten as
1
(2, 0, X) = — DI Pulwy) = Br(wy) |2
P

The likelihood function for the PSD data at the ML estimate of harmonic energies is independent
of the source positions, as stated in the following proposition.

Proposition 2 The likelihood for the PSD data at the ML estimate of harmonic energies is the
likelihood that is given by

O(Qp, UMEX) = 0,9, X) = D (Pelw))? = 6(2) (7)
w; ZH(Qy)
where H is the set of all harmonic frequencies for all sources
(m) o m) 17
H(Qy) = [ [wf™, 20§, ]

and, the likelihood is a function of the source fundamental frequencies only, and is independent of
the source positions.

10



Hence, according to Proposition 2, source separation can be performed independent of source
localization. The full negative log-likelihood for all sensors, ¢/(£2¢) is defined as

1 K
Q) = > 4.(9)
k=1

Thus, the ML estimation of the fundamental frequencies can be obtained by minimizing ¢ (€2y)

K

. 1

Q?/IL = argmin /' ({2f) = arg min e Z Z (Pk(wj))Q (8)
Qf Qs k=1 w; gH(Q;)

Note that Equation (8) is not an explicit expression for 2 since the set H is a function of Q0 on the
righthand side of this equation. This motivates the use of an iterative method for ML estimation.
We use a Monte Carlo method described in Section 7.

6 Source Localization

Source localization is performed by Bayesian estimation in the graphical model shown in Figure 2,
and taking the mazimum a-posteriori (MAP) estimate of the source positions. The posterior, p(X|B)
of the source positions at the ML estimates for source fundamental frequencies and harmonic energies

given the beamform data
K

p(X[B) o [ ] p(BylX, Q}F, &ME)p(X)
k=1

where p(BMX,Q? L gyM L) is the likelihood function for beamform data, X represent joint state
for all sources, and B represent the beamforms for all sensors. The likelihood function requires
a generative model for the beamform data. In this section, we present the generative model and
three intermediate results pertaining to the model. Finally, we present the likelihood and MAP
estimation.

6.1 Generative Model for Beamform

We start by developing a generative model for a beamform for a two-microphone array, single-
source case (Proposition 3). We will show that the beamform for an arbitrary microphone array
(Proposition 4) and an arbitrary number of sources (Proposition 5) can be composed from the simple
two-microphone array, single-source case.

Proposition 3 Consider a microphone pair separated by distance d and the angle between the x-
azxis and the line joining the microphones is 3. For an acoustic source at angle 8 and range r with
power spectral density P(w), the beamform B at the microphone pair is given by

B(a) = 2)2(Rss(0) 4+ Ras(ka)) + 2R, (0) (9)

where Rys(1) = FFT ! (P(w)) for 7 € [—00, +-00] is the autocorrelation of the source signal, Ry,(0)
is the signal energy, R,(0) is the noise energy, A is the attenuation factor, and ko = d(cos(a — ) —
cos(0 — 3))fs/C, where a € [0,27] is the beam angle, fs and C are sampling frequency and speed of
sound, respectively.

11



For an arbitrary microphone-array, the generative model can be extended as follows.

Proposition 4 For an arbitrary microphone-array of Ny, microphones, the beamform is expressed
in terms of pairwise beamforms as

B(a) = Z B j (@) = Nmic(Nmic — 2)(Ry(0) + N Ry (0)) (10)
(i,j)€pa

where pa is the set of all microphone pairs, Rss(0) is the signal energy, R, (0) is the noise energy,
A is the attenuation factor, and B, ; is the beamform for the microphone pair (i,7) (Equation (9)).

For an arbitrary number of acoustic sources, the generative model is given by the following propo-
sition.

Proposition 5 For an arbitrary number of uncorrelated acoustic sources M, the beamform is ex-
pressed in terms of single source beamforms as

M
B(a) =Y Bm(a) = Npic(M — 1) R, (0) (11)

h

where R, (0) is the noise energy and By, is the beamform for m'™ acoustic source (Equation (10)).

Finally, the generative model for arbitrary microphone array and arbitrary number of sources can
be obtained by substituting Equations (9) and (10) into Equation (11), which gives

M M

2 2

B(a) =2Y A" 3" BRI (ka) + Nie Y A RIV(0) + Nipic Ry (0) (12)
m=1 (i,j)€Epa m=1

6.2 Data Likelihood & MAP Estimate

Using Equation (12), the negative log-likelihood for beamform data is given as
1
—Inp(Bi[X) = t(X) = — > Il Bi(a) = Bi(a) |I?
B «

The MAP estimate of the source positions is given by

XMAP — argm}z{xxp(X|B) (13)

Since the generative model for beamform in non-linear, an exact method for state estimation in
Equation (13) is not possible and we use Monte Carlo method described in the next section for state
estimation.

7 Monte Carlo Estimation

Markov Chain Monte Carlo methods are a class of Monte Carlo methods for sampling complex
probability distributions based on constructing a Markov chain that has the desired distribution as
its equilibrium distribution. MCMC approaches are so-named because they use the previous sample
values to randomly generate the next sample value, generating a Markov chain (as the transition

12



probabilities between sample values are only a function of the most recent sample value). The state
of the chain after a large number of steps is then used as a sample from the desired distribution. The
quality of the sample improves as a function of the number of steps. The MCMC methods are more
efficient, especially for problems with high-dimensional state-space, than sequential Monte Carlo
(SMC) methods, also called particle filters [23]. This is due to the fact that the samples in SMC
methods are drawn independently, while samples in MCMC are drawn from a Markov chain. If the
desired distribution is highly localized in a high-dimensional state space, most of the independent
samples drawn by SMC methods would have low probability. On the other hand, after a sufficient
number of steps, samples drawn by MCMC methods would, in fact, be from the desired distribution.

The Metropolis-Hastings (MH) algorithm is the earliest of the MCMC method [32]. The MH
algorithm generates a Markov chain using a proposal density which depends on the current sample.
The proposed samples are accepted as part of Markov chain according to a acceptance-rejection
rule. Another popular MCMC method called the Gibbs sampler is very widely applicable to a
broad class of Bayesian problems [33]. The Gibbs sampler is a special case of Metropolis-Hastings
sampling wherein the proposed sample is always accepted. This results in lesser rejected samples,
hence better efficiency. Gibbs sampling, however, requires that all the conditional distributions of
the target distribution can be sampled.

In this paper, we use Gibbs sampling for estimation. Gibbs sampling algorithm works on the
idea that while the joint probability distribution is too complex to draw samples from directly, the
univariate conditional distributions — the distribution when all but one of the random variables are
assigned fixed values — are easier to sample. We denote the state vector as X = [x(l), PN J:(D)] T,
where D is the number of state variables. The joint density p(X;|X;—1,Y;) is sampled using Gibbs
sampler by sequentially sampling univariate conditional densities given by

7~ paP X X, ) (14)

where k is the index of the sample, j = 1,--- , n is the index of state variable currently being sampled,
. . . T

and Xt(k’ﬂ) = [mﬁk’l), e ,xik’jfl),xﬁkfl’jﬂ), e ,xﬁkfl’D) is the set of all state variables except

). In many cases, the univariate conditional distribution can be arbitrary and the choice of one-
dimensional sampling algorithm to sample from the univariate distribution determines the speed and
convergence of the Gibbs sampler. We select slice sampling for its robustness in parameters such as
step size and applicability toward non-log-concave densities, which is the case in our problem due
to multimodal probability distributions [34].

The pseudo code in Algorithm 1 presents the Monte Carlo method for source separation and
localization using Gibbs sampling and slice sampling. At time ¢ = 0 (line 1), the Gibbs sampling
algorithm is initialized with source fundamental frequencies and source locations. For each time
t > 0, we perform ML estimation for source separation (lines 3-10) and Bayesian estimation for
source localization (lines 11-19). The Gibbs sampler draws N samples (line 4 & 12) from the target
distribution by sequentially drawing from univariate conditional distributions (lines 5-7 & 13-16).
Note that slice sampling is used for univariate sampling (lines 6 & 14-15). Notation from Equation
(14) is used in lines 6 & 14-15. The state for k** sample is shown in lines 8 & 17. For ML estimation,
the sample with minimum negative-log-likelihood is selected as the estimate (line 10). For Bayesian
estimation, the sample with maximum a posteriori is selected as the state estimate (line 19).

8 Simulation Results

Typically, localization of an acoustic source in WSNs is performed by the sensors that are close to
the source because the signal-to-ratio (SNR) is lower for farther sensors. For this reason, we assume
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Algorithm 1 Monte Carlo source separation and source localization algorithm
1: At ¢t = 0, initialize Gibbs sampler (250, Xo)
2: for t > 0 do
3: %%k Source Separation (MC-ML Estimation)

4 for k=1,---,N do
5 form=1,---,M do
6: sample w;lft’m) ~ p(w;m)myft’_m), Qpi1, Py)
! eI(lfg for (k,1) (k,M)
)1 )
8 Qpp = |wri Wy }
9 end for

10: ML estimate, Q%L = arg ming;kz E’(ngkt))

11:  %%% Source Localization (MC Bayesian Estimation)
122 fork=1,---,N do

13: form=1,---,M do
14: sample "™ ~ p(a(™ (X X, B, Q5
15 sample g™~ py™ KT, X, B OYE)
16: eng for i . o

1 1 7 7
17: XE): xg)vyt( ),,(IJE )7yt( ):|

18:  end for .
19:  MAP estimate, X{*4” = arg maxy () p(ng)|Xt_1, B)
20: end for 4

that even in a large sensor network, a source will be surrounded by a small number of sensors that
will participate in the localization of that source.

8.1 Setup and Parameters

In simulations, we consider a sensor network of 4 acoustic sensors arranged in a grid of size 10m x 5m,
wherein each sensor can detect all the sources. We simulate the sources according to the acoustic
source model in Section 3, simulate the data according to the feature extraction algorithms in Section
3, and finally compare the output of source localization against the ground truth. The performance
of the approach is measured in terms of the localization error, which is defined as the root mean
square (RMS) position error averaged over all the sources

1 M
_ (m) _ (m)
B =gz 2 I - %7

where M is the number of source, and x("™) and x(™ are the estimated and the ground truth
positions for the m*" source, respectively. Table 1 shows the parameters used in the algorithm.

8.2 Frequency Discrimination

Figure 3(a) shows the PSD data likelihood for two sources. The data likelihood is highly multimodal
but localized. The data likelihood near the true fundamental frequency values is higher than the
likelihood for other frequencies. Figure 3(b) shows the localized nature of the PSD data likelihood.
The data likelihood is centered around the true fundamental frequency with a standard deviation
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Table 1: Parameters used in simulations

Sampling frequency (fs) 100kHz
Speed of sound (C') 350 m/sec
Audio data length (time) 1 sec
Maximum harmonic frequency (wmaz) 1000Hz
SNR (dB) 25
Number of beams 36
Size of Fourier transform (Nppr) 4000
Number of Gibbs samples 40

of less than 0.01 Hz. Due to this localized nature of the data likelihood, we can discriminate
fundamental frequencies as close as 0.1 Hz.

Likelihood for PSD data

frequency discrimination
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Figure 3: (a) PSD data likelihood, (b) Frequency discrimination.

8.3 Localization and Spatial Discrimination

We study three simulation scenarios. In the first scenario, we increase the number of sources present
in the sensing region gradually to see the effect on localization accuracy. In the second scenario, we
increase the average source SNR of two sources present in the sensing region. In the third scenario,
we increase the separation between two sources present in the sensing region to evaluate spatial
discrimination.

Figure 4(a) shows the localization error for the first scenario when the number of sources is
increased from 1 to 4. The localization error increases approximately exponentially with the number
of sources. Figure 4(b) shows the average localization error for the second scenario when source SNR
for the two sources is increased from 7dB to 52dB. As expected, the localization error decreases with
increasing SNR and remains approximately constant above 25dB. Figures 4(c) and 4(d) show the
localization error for the third scenario when the source separation between the two sources is
increased from 0.1m to 8m. For small source separations (0.1m and 0.2m), the localization error is
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Figure 4: Localization error with (a) Source density, (b) Source SNR, and (c) Source separation.
(d) Localization error as a percentage of source separation.

of the same order as the separation. This indicates that the two sources cannot be disambiguated
at such separation. For higher source separation (above 0.5m), the localization error is a small
fraction of the separation distance. This indicates that the two sources are successfully localized
and discriminated. In fact, for larger source separation (above 5m), the average localization error
for the two sources is the same as that of the single sources.

8.4 Relaxation of Source Assumptions

We evaluate the localization accuracy when the assumptions for the acoustic sources are relaxed;
specifically the harmonic and omnidirectional sources assumptions.

8.4.1 Harmonicity

Harmonicity of a signal represents the degree of acoustic periodicity in the signal. In this analysis,
we define signal harmonicity as the ratio of signal energy in the harmonic frequencies over the total
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signal energy

h= ZwEH P(W)
=== 5+ (15)
> Pw)

Acoustic signals originating from rotating machinery will have high harmonicity close to unity, while
signals due wind or a white noise source will have low harmonicity. The localization accuracy of
our approach degrades gracefully when signal harmonicity is decreased. Figure 5(a) and 5(b) show
the localization error for single source and two sources, respectively, with signal harmonicity. The
localization error decreases as the signal harmonicity is increased. Hence, the signal harmonicity
computed using Equation (15) can be also used as an indicator of confidence in the localization
result.

Localization error with source harmanicity (single source)
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Figure 5: Localization error with signal harmonicity for (a) Single Source, (b) Two Sources.

8.4.2 Directivity

Directivity of an acoustic source is a measure of its directional characteristics. Directivity indicates
how much signal energy is directed toward a specific area compared to the total signal energy
being transmitted by the source. In this analysis, we express 2D source directivity in terms of
a directionality coefficient that governs the attenuation of the signal energy with the angle. The
directional signal attenuation is given by

B
2 4 cos ¢
Ao = <T>

where (3 is the directionality coefficient and ¢ is the direction. The value of directionality coefficient is
zero (B = 0) for omnidirectional sources (i.e. the signal attenuates uniformly in all directions). Figure
6(a) shows the localization error for two sources when the directionality of the sources is increased.
The localization error for beamform-based localization is not affected for directionality coefficient
as high as 1.0, after which the error increases rapidly. As compared to energy-based localization,
beamform-based localization is able to cope with higher directionality. It is expected that if we
increase the number of sensors in beamform-based localization, the effect of source directionality
can be further reduced.
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Figure 6: Localization error with (a) Source directionality, (b) Amount of PSD data available.

8.5 PSD Data Compression

We also present empirical analysis for the effect of PSD data compression to the localization accuracy
by increasing the Npgp parameter presented in Section 3.3.2. As expected, the localization accuracy
improves when more PSD data is available. Figure 6(b) shows the localization error for two sources
as a function of size of PSD data available to the fusion algorithm. As expected, the localization
error decreases as more PSD data is made available to the base station. The accuracy is poor and
degrades rapidly for smaller PSD data size.

9 Outdoor Experiments

We implemented the beamforming and PSD estimation algorithms described in Section 3 on a Xilinx
X(C3S1000 FPGA based MICAz sensor motes (see Figure 7(a)). The outline of the overall design is
as follows. First, the FPGA collects samples of the signal received at the microphones in FIFO
buffers and performs beamforming and PSD estimation. Then the FPGA stores the results, i.e.
beamforming energies and Npgp highest values of the PSD, in registers easily accessible from the
MICAz mote. Once these registers are read the mote transmits their value to the base station where
further processing and sensor fusion takes place. The block diagram of the FPGA design is shown
in Figure 7(b), where the upper half (above the dashed line) represents the beamforming- and the
bottom half shows the PSD estimation component. Beamforming component utilizes 166 msec of
audio data each cycle, while the PSD estimation component utilizes 1 sec of data with 75% overlap.
The angular resolution of beamforming is 10 degrees while frequency resolution of PSD estimation
is 1 Hz. The PSD estimation component returns 30 PSD values.

Beamforming Component. The entire FPGA application runs at 20 MHz and the Analog to
Digital Converters (ADCs) are sampling at 1 MSPS. The beamforming component uses all four
microphone channels. The 8-bit ADC values are first downsampled by a factor of 10 and stored in
a FIFO buffer. FIFO buffers are realized as circular buffers using 2-Kbyte embedded block RAMs
that store sample values from last 20 ms. Read access to the FIFO buffers and write access to
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Figure 7: (a) Acoustic sensor node with 4 microphone. (b) Block diagram of Beamforming- and
PSD estimation components realized on FPGA.

the Beamforming Energy (BE) registers are controlled by the Beamformer Control Logic (BCL).
Elements in the FIFOs are selected for read by a simple state machine that resides in the BCL. The
state machine iterates through 36 states each corresponding to a specific direction and accesses the
FIFO elements based on a look-up-table that contains the delay information for the different angles.
The accessed values of the four FIFOs are summed, squared and accumulated in the corresponding
BE register in one FPGA clock cycle for each direction. Once the energies for all the 36 directions
have been calculated, BCL waits for the next sample to arrive and starts this procedure over. This
procedure is repeated 2'* times which takes approximately 160 ms and ensures that the 32-bit BE
registers do not overflow. After the last cycle, a trigger signal is generated for the PSD estimation
component and the beamforming component is halted.

PSD Estimation Component. The PSD estimation component uses the samples from only one
channel. The signal is first re-sampled at 4 kHz. For the decimation process, a 600-tap poly-phase
filter with 2 kHz cut-off frequency is used. The decimated 8-bit samples are then fed into a 4-Kbyte
FIFO buffer which allows to store up to 1 s sample history. In response to a trigger event received
from the beamforming component the FIFO content is loaded into the 4096 point FFT module.
Only the magnitude information of the first 2048 FFT results is forwarded to the Peak Sort (PS)
module. The PS module then selects and stores 30 elements with largest magnitudes and their
corresponding indices. After all the FFT samples are processed an interrupt signal is generated for
the MICAz mote, which in return reads all the register values through an I2C bus, transmits the
values through the radio and restarts the beamforming component. The PSD estimation time is
negligible compared to the 12C and radio transfers, which take approximately 90 ms together. The
beamforming process in conjunction with the PSD estimation and the data transfers takes roughly
250 ms, which results in an approximately 4 Hz update rate at the base station.
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Resource Utilization. The resources used by the beamforming- and PSD estimation components
and the overall design (including all driver modules) are shown in Table 2. The utilization rates
of the different FPGA components compared to available resources found in the Xilinx XC3S1000
FPGA prove the feasibility of this application, but also points out its limitations. Since 75% of block
RAMs are already used, memory resources are likely to become a bottleneck when using larger data
sets (FIFO sizes).

Beamforming | PSD Estimation | Overall Design
Flip Flops 1,258 (8%) 2,018 (13%) 3,843 (8%)
4 input LUTs 1,398 (9%) 2,578 (16%) 6,860 (44%)
Block RAMs 8 (33%) 9 (38%) 18 (75%)
Hardware multipliers 1 (4%) 6 (25%) 7 (29%)

Table 2: FPGA resource utilization of the Beamforming-, PSD Estimation modules and the overall
design in absolute numbers and relative to the available resources found in the Xilinx XC3S1000
FPGA.

Experiments using an Outdoot Deployment We deployed a sensor network of 3 MiCAz-based
acoustic sensor nodes in an equilateral triangle of side length 9.144m (15ft). Figure 8(a) shows
the experimental setup and the location of the sources. We collected the sensor data and ran the
algorithm offline. Figure 8(b) shows the localization error with source separation. The results follow
the similar trend as that in Figure 4(c). For smaller source separations, the average error remains
low but the algorithm is not able to disambiguate the two sources. For larger separations, the
localization error decreases.
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Figure 8: (a) Outdoor experimental setup. Source 1 is kept at the same location while source 2 is
placed at different locations. (b) Localization error with source separation.

10 Conclusion
In this paper, we proposed a feature-based fusion method for localization and discrimination of

multiple acoustic sources in WSNs. Our approach fused beamforms and PSD data from each sensor.
The approach utilized a graphical model for estimating the source positions and the fundamental
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frequencies. We subdivided the problem into source separation and source localization. We showed
in simulation and outdoor experiments that the approach can discriminate multiple sources using the
simple features collected from the resource-constrained sensor nodes. As part of an ongoing work,
we are working on target dynamics models to extend the approach for multiple source tracking. In
the future, the use of graphical models will allow us to extend the approach to multimodal sensors.
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A Appendix

A.1 Proof of Proposition 1

Proof. Consider M sources emitting source signals s,,[n], for m = 1,2,--- M. Using Equation
(1), the received signal at a microphone is given by

y[n] = Z AmSm|n — Tm] + w(n]

m=1

where 7, is the propagation delay, and \,, is the attenuation factor. Taking FFT of the received
signal, we have

Y (w) = FFT(y[n])

— FFT <Z AmSm[n — Tm] + w[ﬂ])

m=1

e

AmFFT (s [n — Tm]) + FFT (wn))

m=1

AmSm (W) + W (w)

-

where S,,(w) is the Fourier transform of m!" source signal, and W (w) is the Fourier transform of
noise. The power spectral density (PSD) of a signal is given by

= (Z AmSm (W) + W(w)) : (Z AmSm(w) + W(w))

= (Z AmSm (W) + W(w)) : (Z AmSm(w) + W(w))
=3 ) A dn (@) - Gn(@) + D AmSm(w) - W(w)

(16)

+ A (@) - W(w) + W(w) - W(w).

The Fourier transform S(w) can also be written in terms of the PSD (P(w)) and phase spectral
density (®(w)), as
S(w) = P(w)l/ze“(b(‘”)
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which gives

S (@) - G (@) = (P (@) P (w)) /2 Fi(®m (@) =2n))

Sp(w) - W(w) = (pm(w (w) )1/2 Fi( B (0) =Dy ()

S (@) - W (W) = (Pon(w) Py () emi(@m @) =)
W(w) - W(w) = (Py(w) Py(@))* = Py(w)

where P,(w) and ®,(w) are PSD and phase spectral density of the noise signal. Rewriting Equation
(16), we have

1/2 44 _ 1/2 4 _
w) = Z Z A A (P (@) P () /2 i@ (@)= Pn (@) 4 Z A (P (@) Py () 12 Hi( @ () =Py ()
3 A (P (@) Py () 21 @n = 20() 1 P (),
Assuming that PSD for noise is negligible compared to actual source signals, we have

(@) = Z Z A Ao (Pm (w) Py (u))) 1/26+i(<bm(w)—¢>n(w)). (17)

We know that PSD of real-valued signals is real-symmetric, hence the imaginary component in
Equation (17) is zero. Hence, we have

=33 M (P (@) P (@) 2 €08 (@0 (w) — B ().
|

A.2 Proof of Proposition 2

Proof. The maximum likelihood estimate of [, ¥, X]T can be obtained by minimizing 5 (2, ¥, X)

0
ng(gf; ¥, X)=0
h
which leads to the following
2
1/2
Pk(hw;ma) — Py <m> Z/\(’)w(’) / (18)

where

R 0 otherwise.

If the frequency hw}m) is shared by M’ sources (or the number of nonzero w,(LJJ ) is M’ ), then Equation
(18) becomes

M’ 2

Pk(hw;m)) _ Z Agﬂ])ng)

J

1/2
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o 1/2 _
If we assume the energy contribution of all the sources to be same, i.e. )\,(c])ngj) = 1y, for
j=1,---, M’ we have
m - \2 ~ 2 m)2  (m
Po(hw{™) = (M'd3)* = M™% = MP2AT g™ (19)
rearranging Equation (19), we have

(m)

~ ML Pk(hw(m))
h = -

L (20)
M2A™

Substituting the ML estimate for the energies (Equation (20)) in the negative log-likelihood (Equa-
tion (7)), we have a modified negative log-likelihood

Zk(Qfa \i/MLv X) = g;c (Qfa X)
= Y I Pw)—Pwy)|?

w; ZH(Qy)

+ > Plwy) —Blwy) |? (21)

wj EH(QJ’)

where H is the harmonic set, which is the set of all harmonic frequencies for all sources
Q) = (m) 5 m 1"
( f) wf ’ wf 9
m

The value of generative model P at the frequencies in the harmonic set is exactly equal to the
observed PSD, hence the second term in Equation (21) goes to zero. On the other hand, the value
of generative model P at the frequencies not in the harmonic set is zero, hence

G2 X) = > [ Pw) =P IP= > (Pulw)))* (22)
w; H(S2y) w; ¢H(Qy)

Equation (22) is the negative log-likelihood with the constraint of Equation (20) imposed. Equation
(22) implies that the modified likelihood at the ML estimate of energies is independent of the source
locations

O(Qp, UME X) = 0,9, X) = > (Prlwy)® = £,(2)
w; gH(2y)

A.3 Proof of Proposition 3

Proof. Consider a source present at an angle 6 emitting a source signal s[n]. Using Equation (1),
the received signals at the microphones are given by

p[n] = Aps[n — 7] + wy[n]

for p = 1,2, where 7, is the propagation delay, and A, is the attenuation factor. For far-field case,
the distances between the source and the closely-spaced microphones will be approximately same
for all microphones, hence A1 =~ Ay = A
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Using Equation (2), the composite microphone signal for the beam angle « is given by

r[n] = ri[n] 4+ ro[n + ti2(a)]
= As[n — 1] + As[n + t12(a) — 7] + win] + waln + t12(@)]

where t12(a) = ta(a) — t1(a) = dcos(a — 3) fs/C is relative sample delay. The beam energy is given
by

= (As[n — 1] + As[n + t1g — 7] + w1 [n] + wa[n + t12])?

n

=\? Z s[n — )% 4+ A2 Z s[n + t1o — )% + Zwl [n]? + ng[n + t19)?

n n

+ 222 Z sln — 7i]s[n + t1a — 2] + 2 Zwl [nJwa[n + t12]

n

+ 2/\2 (w1 [n] + waln + t12])(s[n — 1] + s[n + t12 — 72)).

Rewriting the above expression in terms of signal and noise autocorrelation and cross-correlation,
we have

B(a) = A?R5(0) + A Ry5(0) + Rupyuwy (0) + Ry, (0)
+ 2X2Ryq(tia — T2 + 71) + 2Ruw (t12) 4+ 2ARu, s (—71) + 2ARuys(t12 — 1)
+ 2)\Rwls(t12 — TQ) + 2)\Rw23(7'2)-

Now, assuming that the noises at the microphones are statistically same (i.e. Ry w, (0) = Ryyw, (0) =
R,(0)) and the noises are uncorrelated (i.e. Ry,w,[m] = 0), and the noise and signal are also
uncorrelated (i.e. Ry, s[m] = 0), we have

B(a) = 20?Ry5(0) + 2R,,(0) + 20° Rys(t12 — T12).
Denoting kq = t12 — 712 = d(cos(ow — 3) — cos(f — 3)) fs/C and rearranging, we have
B(@) = 222 (Rys(0) + Rys(ka)) + 2R, (0).

A.4 Proof of Proposition 4

Proof. Consider a source present at an angle 6 emitting a source signal s[n|. Using Equation (1),
the received signals at the microphones are given by

p[n] = Aps[n — 7] + wy[n]

for p=1,2,--, Ny, where 7, is the propagation delay, and ), is the attenuation factor. For far-
field case, the distances between the source and the closely-spaced microphones will be approximately
same for all microphones, hence A\y &~ Ao &~ --- = .
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Using Equation (2), the composite microphone signal for the beam angle « is given by

Nomic

rln] = > rpln + tip()]
-
= Z As[n + tip(a) — 1] + wpln + tip(a)]

where t1,(a) = t,(a) — t1(a) = dipcos(a — B1,) fs/C is relative sample delay between the p'" and
15% microphone. Let’s denote ¢, = n + t1,(a) — 7, and ¥, = n+t1,(«) for clarity and brevity. The
beam energy is given by

B(a) =Y r[n]

n

= Z [Z As[gp] + wp[wp]]

= Z [(Z )‘S[qbp]) + (Z prp]) +2ZZ/\5[¢p]wq[wq]]

=2 (Z As[%l) +> (prw) +23° 3 S aslglwlvg (23)
n p n P

P q,q#p_n
qus(r):o

The last term is signal-noise cross-correlation which is zero for uncorrelated signal and noise. The
first two term in Equation (23) are expanded to

;(%:ASWP]) —AQZZS (3] + 222373 3 sloylsleg]

n P q,q#p

=AY <Z 52[¢p]> +222) 0 ) <Z ¢q]>
p n P q,9#p
RSS (0) Rss(¢;n_¢q)
- AQNmicRss (0) + 2>\2 Z Rss (¢p - d)q) (24)
P,q:P#q

and

Enj<§wp[wp]> ZZw Wl +2) > Y wpltrplwgly]

P q,97#p
= Z (Z win]) +2 Z Z <Z wp[Pp]wy Wq])
p " P oqq#p \ n
prwp (0) Rw})w(; [¢p—dq]=0
= Ny 0) (25)
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The second term in Equation (25) is zero due to uncorrelated noises on different microphones.
Substituting Equation (24) and Equation (25) back into Equation (23), we have

B(0) = N NipicRss(0) + 202 Y Riuo(dg — 6p) + Nimie R (0).

P,4,p74q
Rearranging the terms and denoting kpq = ¢g — @p = tpg(a) — Tpg
B(a) = Npic(ARas(0) + Ry (0)) + 237 Y Rua(ripg)- (26)
P,4,p7#4q

Adding and subtracting the term QW(VRSS (0) + R,(0)), we have

B(a) = Npic(A Res(0) + Ry (0)) + 202 > Rus(kipg] + QW(VRSS(O) + R,(0))

P,4,p#q

W( A2 R.0(0) + Ry (0))

= Z 2 ()\QRSS(H;DQ) + )\QRSS(O) + Rn(o)) - Nmic(Nmic - 2)()‘2RSS(O) + RW(O))
P,a:p#4q

-2

Bpq(e) from Proposition 3

= 3" Buo(@) = Nunie(Nmie — 2)(\ Ry (0) + R, (0))

(p,q)€P

A.5 Proof of Proposition 5

Proof. Consider M sources present at angles 6,,, emitting source signals s,,[n], form =1,2,--- | M.
Using Equation (1), the received signal at the p® microphone is given by

= Z /\mpsm[n - Tmp] + wp[n]

where p = 1,2, -+, Npjc, Timp is the propagation delay, and A, is the attenuation factor. For far-
field case, the distances between a source and the closely-spaced microphones will be approximately
same for all microphones, hence \,,1 & Ao = -+ = A\,

Using Equation (2), the composite microphone signal for the beam angle « is given by

Z

mic

ern‘f'tlp )]

p=1

2
3

o

Vi

M
Z AmSm([n + t1p (@) — Tinp] + wp[n + t1p ()]
1 m=1

p
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where t1,(a) = t,(a) — t1(a) = dipcos(a — B1p) fs/C is relative sample delay between the p'" and
15 microphone. Let’s denote ¢, = n + t1,(@) — Tmp and ¥, = n + t1,(a) for clarity and brevity.
The beam energy is given by

=> [Z D A [bmp] + wy w]
= Z [(Z Z Anl,snl,[(bmp]) + <Z w[) ) + 2 Z Z Z )\m Sm (bmp Wq [wq]

p

2
n p m n p
NmicRy(0) using Equation (25). (27)

+2 Z Z Z Z AmSm [ Pmpwq Y] -

(r)=0

wq Sm

The first term in Equation (27) is expanded to

Z <Z Z Amsm[‘ﬁmp]) = Z (Z Z Amsm[‘lsmp])
( <Z A Sm, [¢mp]> +2 Z Z Amy Smy [(bmlp])‘ma Sma [¢m2p])

mi1 m2

2

m my m2 n

Z /\msm [¢mp]> ) + 2 Z Z Z /\ml Sml [(bmﬂ)])‘ma sz [(bmzp]

smy smg (T)=0

el R
( (Z Amsm[¢m,p]>2>

substitute from Equation (24)

= Z /\gn (NmicRsmsm (0) + Z Ry, s, (Pmp — ¢mq)) (28)

P,4:p#q

Denoting Kmpq = Gmqg — Pmp = tpg(®) — Tmpq, and substituting Equation (28) in Equation (27), we
have

= Z)\fn (Nmch Z R (Kmpg ) + Noic By (0)

P,4:P#q
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Adding and subtracting the term ) = Ny, R;(0), we have

m

B(a) =) A\, (N,m-cRm(O) + ) Rm(nmpq)> + ) NiieRy(0) =Y NinicRy(0) + Nynic Ry (0)

P,q:P#q m

- Z /\fn (NmicRm (0) + Z Rm [ﬁpq]) + NmicRn (O) - MNmicRn (O) + NmicRn (O)

P,4:P#q

By (), using Equation (26)

m
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