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CONTROL OF PASSIVE PLANTS WITH MEMORYLESS NONLINEARITIES

OVER WIRELESS NETWORKS

Abstract

by

Nicholas E. Kottenstette

This dissertation shows how to develop wireless networked embedded control sys-

tems (wnecs) in which the controller and the plant are isolated and can only interact

over a wireless network. Many of the new results presented are based onpassivityand

scatteringtheory. In particular we show how to:

1. synthesize discrete timepassive, strictly-input passive, andstrictly-output pas-

sivesystems from their continuous counterparts using ainner-product equivalent

sample and hold(IPESH) block (with an optionalpassiveobserver),

2. create a data-drop out, and delay tolerantl2-stabledigital control network for a

continuouspassiveplant in which:

(a) the continuouspassiveplant can also be subject to various memoryless non-

linearities such as actuator saturation,

(b) the digital controller only needs to be run whenpassivedata is received over

the wireless network,

(c) the entire control network has been simulated on a theoretically validated

wireless ring token network,
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(d) a new “power junction” is introduced in which multiple plants and con-

trollers can interact while preservingpassivity,

(e) a new distortion measure is used to evaluate these control networks,

3. determine the capacity, and mean delays of a wireless ringtoken network.

We conclude with a presentation ofneclab, a set of python and C based tools used to

help an engineer simulate and developwnecs.



To Maryellen, Marie, Therese, and Claire.

ii



CONTENTS

FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

CHAPTER 1: INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Motivating Examples of Wireless Networked Embedded Control Systems 4

1.1.1 Irrigation Control and Storm Water Drainage Control systems . 4
1.1.2 Mobile Control Applications . . . . . . . . . . . . . . . . . . . 5
1.1.3 Heating, Lighting, and Power Control Applications . .. . . . . 6
1.1.4 Other Control Applications With Wireless Networks. .. . . . . 6

1.2 A Brief Review of Quantization Results in Networked Systems . . . . . 8

CHAPTER 2: DIGITAL CONTROL NETWORKS FOR CONTINUOUS PAS-
SIVE PLANTS WHICH MAINTAIN STABILITY WHEN SUBJECT TO
FIXED DELAYS, TIME VARYING DELAYS AND DATA DROPOUTS . . 10
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.1.1 Passive Systems and Telemanipulation. . . . . . . . . . . . .. 14
2.2 Passive Control Theory . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.2.1 l2 Stability Theory for Passive Networks . . . . . . . . . . . . . 18
2.2.2 Inner-product Equivalent Sample and Hold . . . . . . . . . .. 22

2.3 Main Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.1 Passive DiscreteLTI System Synthesis . . . . . . . . . . . . . . 32
2.3.2 Stable Control With A Cooperative Scheduler . . . . . . . .. . 43

2.4 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.5 The Study of Interconnected Passive Systems Using Wave Variables. . . 49
2.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

iii



CHAPTER 3: WIRELESS CONTROL SYSTEMS SUBJECT TO ACTUATOR
CONSTRAINTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.1 Markovian Jump Linear Systems Subject to Actuator Saturation. . . . . 59
3.2 PassiveSystems Subject to Saturation . . . . . . . . . . . . . . . . . . 67

3.2.1 Input Saturation Typically Destroys Passivity WhileOutput Sat-
uration Does Not. . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.2.2 TheInner-Product Recovery Block. . . . . . . . . . . . . . . . 73
3.2.3 Implementing theInner-Product Recovery Blockwith theInner-

Product Equivalent Sample and Hold. . . . . . . . . . . . . . 77
3.2.4 l2-stableDigital Control Networks Subject to Memoryless Non-

linearities. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

CHAPTER 4: WIRELESS DIGITAL CONTROL OF CONTINUOUS PASSIVE
PLANTS OVER TOKEN RING NETWORKS . . . . . . . . . . . . . . . . 82
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.1.1 Network Routing Based on Classic Optimal Control Design . . 85
4.1.2 Cooperative Multicast Routing and Error Correcting Routing

With Feedback . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.1.3 Fundamental Bounds and Controlling Uncooperative Users. . . 87
4.1.4 Comparing Medium Access Control Algorithms Which Use

Time Division Multiple Access and SlottedALOHA. . . . . . . 88
4.2 Capacity and Delay of Single Ring Token Networks . . . . . . .. . . . 89
4.3 Distortion in Single Ring Token Networks . . . . . . . . . . . . .. . . 105

4.3.1 LDR Algorithm to Compress Data Which Exceeds a DelayD
Before Transmission . . . . . . . . . . . . . . . . . . . . . . . 105

4.3.2 Evaluating theLDR Algorithm by Measuring Distortion. . . . . 109
4.3.2.1 ComparingLDR Algorithm With Dropping Data in a Full

FIFO. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.3.2.2 Asynchronous Passivity . . . . . . . . . . . . . . . . . . . . 124

4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

CHAPTER 5: IMPLEMENTATION USING NECLAB . . . . . . . . . . . . . . 131
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.2 Problem Description . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.3 neclab . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

5.3.1 build utilities . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
5.3.2 SOS, andsos utilities . . . . . . . . . . . . . . . . . . . . . . . 139
5.3.3 necroot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
5.3.4 FreeMat utilities . . . . . . . . . . . . . . . . . . . . . . . . . 148

5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

iv



5.5 Blink Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

APPENDIX A: NETWORKED EMBEDDED CONTROL SUBJECT TO RAN-
DOM DELAYS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
A.1 Strictly Positive Real and Strictly Input/Output PassiveLTI Systems . . 160
A.2 Observer Simulation Equations . . . . . . . . . . . . . . . . . . . . .. 162

APPENDIX B: MATHEMATICAL PRELIMINARIES: WIRELESS CONTROL
SUBJECT TO ACTUATOR CONSTRAINTS . . . . . . . . . . . . . . . . . 164
B.1 Discrete Markovian Jump Linear Systems . . . . . . . . . . . . . .. . 164
B.2 Memoryless Nonlinearities . . . . . . . . . . . . . . . . . . . . . . . .166

APPENDIX C: MATHEMATICAL PRELIMINARIES: WIRELESS DIGITAL
CONTROL OF CONTINUOUS PASSIVE PLANTS OVER TOKEN RING
NETWORKS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
C.1 Key Formulas For Finite Markov Chains . . . . . . . . . . . . . . . .. 172
C.2 Formulas for Calculating Packet Error Rates . . . . . . . . . .. . . . . 174

C.2.1 Packet Error Rates for 802.15.4 As a Function ofSNR and Trans-
mission Distanced. . . . . . . . . . . . . . . . . . . . . . . . . 177

BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

v



FIGURES

2.1 Telemanipulation system depicted in the s-Domain, subject to commu-
nication delays. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2 Block diagrams depicting the wave variable transformation (simplified
version of Fig. 3 in [121]). . . . . . . . . . . . . . . . . . . . . . . . . 17

2.3 A fixed delay-insensitive system in which a passive controller com-
mands a passive plant. . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.4 Illustration showing〈v(i), F (i)〉N = 〈v(t), F (t)〉NT . . . . . . . . . . . 23

2.5 An implementation of theIPESHfor LTI systems. . . . . . . . . . . . . 25

2.6 l2-stabledigital control network for cooperative scheduler . . . . . . .28

2.7 Bode plot depicting crossover frequency for baseline plant with ob-
server and controller. . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2.8 Nyquist plot for the continuous plant (solid line) and the synthesized
discrete counterpart (solid dots) with observer. . . . . . . . .. . . . . . 47

2.9 Nyquist plot for the continuous controller (solid line)and the synthe-
sized discrete counterpart (solid dots). . . . . . . . . . . . . . . .. . . 48

2.10 Baseline step response for motor withstrictly-output passivedigital
controller andstrictly-output passiveobserver. . . . . . . . . . . . . . . 50

2.11 Step response for motor withstrictly-output passivedigital controller
andstrictly-output passiveobserver as depicted in Fig. 2.6 with delays. . 51

2.12 Thepower junction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

2.13 An example of apower junctioncontrol network. . . . . . . . . . . . . 53

3.1 Actuator saturation depicted for either continuous time (t), discrete
time (i), or Laplace domain (s). . . . . . . . . . . . . . . . . . . . . . . 67

3.2 Simulation of a first order plantG(u(s)) = 1
s+1

with input saturation in
sector[0,1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.3 First order (strictly)-positive realsystem subject to anysector[0,∞)
nonlinearity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

vi



3.4 The nonlinear controllerβ(u(x)) recovers the inner-product lost due to
the memoryless nonlinearityσ(u(x)). . . . . . . . . . . . . . . . . . . 73

3.5 Continuous timeinner-product recovery blockused withIPESH. . . . . 77

3.6 Discrete timeinner-product recovery blockused withIPESH. . . . . . . 78

3.7 l2-stabledigital control networks subject to memoryless nonlinearities. . 80

4.1 Ring networks consisting ofm stations andn = m−2
2

+ 2 stations. . . . 90

4.2 mλd for the CC2420 as a function ofd andnd for a ring network in free
space (n = 2, PT = −3dBm, NF = 20.44dB). . . . . . . . . . . . . . 96

4.3 d×m×λd for the CC2420 as a function ofd andnd for a ring network
in free space (n = 2, PT = −3 dBm, NF = 20.44dB). . . . . . . . . . 97

4.4 mλd for the CC2420 as a function ofd andnd for a ring network not in
free space (n = 3.3, do = 8 meters,PT = −3 dBm, NF = 20.44dB). . 98

4.5 d×m×λd for the CC2420 as a function ofd andnd for a ring network
not in free space (n = 3.3, do = 8 meters,PT = −3 dBm, NF =
20.44dB). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.6 Theoretical mean delay of a data packet which contains2 samples of
uoc in which each sample has40 bits (np = 288 bits, S = −90dBm,
PT = −3dBm,n = 3.3, do = 8.0 meters,r = 86, D = 516) calculated
using (4.30). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

4.7 Simulated mean delay ofuoc in which up to2 40 bit samples ofuoc

can be transmitted (maximumnp = 288 bits, S = −90dBm, PT =
−3dBm,n = 3.3, do = 8.0 meters, maximumr = 86, D = 516). . . . . 104

4.8 Transmission ofuop(i) andvoc(i) with compressioncomp : c and de-
compressiondeco : c blocks. . . . . . . . . . . . . . . . . . . . . . . . 105

4.9 Typical response to distortion profile for token networkusing adaptive
compression in whichS = −90dBm,PT = −3dBm,n = 3.3, do = 8.0
meters, each sample consists of40 bits, and up to2 samples will be
transmitted if available in a single packet. . . . . . . . . . . . . .. . . 110

4.10 Mean delay ofuoc assumingS = −90dBm, PT = −3dBm, n = 3.3,
do = 8.0 meters, each sample consists of40 bits, and up to12 samples
will be transmitted if available in a single packet. . . . . . . .. . . . . 112

4.11 Variance of the mean delay ofuoc assumingS = −90dBm, PT =
−3dBm,n = 3.3, do = 8.0 meters, each sample consists of40 bits, and
up to12 samples will be transmitted if available in a single packet.. . . 113

4.12 Mean delay ofvop assumingS = −90dBm, PT = −3dBm, n = 3.3,
do = 8.0 meters, each sample consists of40 bits, and up to12 samples
will be transmitted if available in a single packet. . . . . . . .. . . . . 114

vii



4.13 Variance of the mean delay ofvop assumingS = −90dBm, PT =
−3dBm,n = 3.3, do = 8.0 meters, each sample consists of40 bits, and
up to12 samples will be transmitted if available in a single packet.. . . 115

4.14 Mean delay ofuoc assumingS = −90dBm, PT = −3dBm, n = 3.3,
do = 8.0 meters, each sample consists of40 bits, and up to2 samples
will be transmitted if available in a single packet. . . . . . . .. . . . . 116

4.15 Variance of the mean delay ofuoc assumingS = −90dBm, PT =
−3dBm,n = 3.3, do = 8.0 meters, each sample consists of40 bits, and
up to2 samples will be transmitted if available in a single packet.. . . . 117

4.16 Mean delay ofvop assumingS = −90dBm, PT = −3dBm, n = 3.3,
do = 8.0 meters, each sample consists of40 bits, and up to2 samples
will be transmitted if available in a single packet. . . . . . . .. . . . . 118

4.17 Variance of the mean delay ofvop assumingS = −90dBm, PT =
−3dBm,n = 3.3, do = 8.0 meters, each sample consists of40 bits, and
up to2 samples will be transmitted if available in a single packet.. . . . 119

4.18 Distortion for motor example in whichS = −90dBm, PT = −3dBm,
n = 3.3, do = 8.0 meters, each sample consists of40 bits, and up to2
samples will be transmitted if available in a single packet.. . . . . . . . 120

4.19 Typical step responses usingLDR algorithm for nodes of2, 4, 6, 8, 10
and transmission distances of70, 70.5, 71, 71.5, 72.0, 72.5, 73.0, 73.5,
74 meters (each color in plot corresponds to a unique number of nodes). 121

4.20 Typical step response by dropping either the latest sample or current
sample when FIFO is full for nodes of2, 4, 6, 8, 10 and transmission
distances of70, 70.5, 71, 71.5, 72.0, 72.5, 73.0, 73.5, 74 meters
(each color in plot corresponds to a unique number of nodes).. . . . . . 122

4.21 Distortion plot by dropping either the latest sample orcurrent sample
when FIFO is full. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

4.22 Passivedigital control network withPassiveAsynchronous Transfer
Unit (PATRU). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

5.1 Ball and Beam Network Embedded Control System. . . . . . . . .. . 157

5.2 neclabblock diagram for ball and beam control. . . . . . . . . . . . . . 158

5.3 blink lab network routing diagram. . . . . . . . . . . . . . . . . . . . . 159

B.1 Nonlinear controller arrangement studied in [15, 41, 42]. . . . . . . . . 167

C.1 Bit error rate as a function ofSNR. . . . . . . . . . . . . . . . . . . . . 178

C.2 Packet error rate (PT = 0 dBm,S = −95 dBm) as a function of trans-
mission distanced, packet lengthnp in free spacen = 2. . . . . . . . . 180

viii



C.3 Packet error rate (PT = 0 dBm,S = −90 dBm) as a function of trans-
mission distanced, packet lengthnp in free spacen = 2. . . . . . . . . 181

C.4 Packet error rate (PT = 0 dBm,S = −95 dBm) as a function of trans-
mission distanced, packet lengthnp not in free spacen = 3.3, do = 8
meters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

C.5 Packet error rate (PT = 0 dBm,S = −90 dBm) as a function of trans-
mission distanced, packet lengthnp not in free spacen = 3.3, do = 8
meters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

ix



TABLES

4.1 CC2420 PARAMETERS SUMMARY. . . . . . . . . . . . . . . . . . . 95

C.1 FIRST AND SECOND MOMENT STATISTICS FOR AN ABSORB-
ING MARKOV CHAIN [113] . . . . . . . . . . . . . . . . . . . . . . 173

C.2 KEY TERMS AND FORMULAS TO DETERMINE RECEIVEDSNR. 177

x



ACKNOWLEDGMENTS

I would like acknowledge my advisor, Dr. Panos Antsaklis, for all of his help and

time. He has been there for guidance when I needed it. He has given me helpful advice,

and to that, I am forever thankful. I would also like to thank the readers of this disser-

tation, Dr. Michael Sain, Dr. Peter Bauer, and Dr. Martin Haenggi. I appreciate your

time and effort that you have put in, as well as the helpful suggestions and comments

that have resulted in this process.

I would also like to acknowledge the donors of the Burns and Raymond Schubmehl

Fellowships: thank you for your generosity.

To my parents Gene and Mary Kottenstette Jr.: thank you for all of your encourage-

ment and support. To Joe and Lynn Finn Jr.: thank you for all ofyour encouragement

and support. To my beautiful wife Maryellen: thank you for your love, encourage-

ment and support, without you, this would not have been possible. To my wonderful

daughters Marie, Therese, and Claire: you are all a father could ask for.

xi



CHAPTER 1

INTRODUCTION

A wireless networked embedded control systems (wnecs) is a special class ofnet-

workedcontrol systems [2, 3], in which a collection of interconnected plant sensors,

digital controllers, and plant actuators communicate witheach other over wireless chan-

nels [11, 45, 54, 66, 68, 84, 108]. These wireless channels and interconnection of the

network are typically maintained by a medium access controlmechanism (MAC), and

a specific routing protocol. TheMAC, routing protocol, transceivers, and desired data

rates, all affect the delay characteristics of the data being transmitted over a network. In

existingwnecsliterature, how a specificMAC affects control performance is typically

not treated; also assumptions requiring some bounded limits on delay are typically

made (with the exception of a few references [66, 68] in whichthe former investigates

data dropout policies and the latter investigates specificMACs in order to improve per-

formance).

This dissertation takes a two pronged approach in developing wnecs. The first de-

velops a control theory which allows us to tolerate long, unknown time varying delays

and data dropouts. The second evaluates our control system with an accurate model for

a wirelessMAC and network routing protocol. The first approach is accomplished and

discussed in detail in Chapter 2 and Chapter 3. Chapter 2 addresses the control ofpas-

sivesystems in which the effects of memoryless input nonlinearities such as actuator

saturation are ignored. Chapter 3 addresses the control ofpassivesystems subject to
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memoryless input nonlinearities and provides a viable solution to compensate for these

memoryless input nonlinearities. Chapter 4 specifically studies the control systems de-

veloped in Chapter 2 which are implemented over a wireless token ring network in

which the transceivers and data packets comply with the 802.15.4 standard. Chapter 5

concludes with a presentation ofneclab, a set of tools used to help an engineer simulate

and developwnecs.

Chapter 2 presents a general framework to synthesizel2-stabledigital control net-

works for passiveplants in which the control command and plant sensor data canbe

subject to delays and dropouts. Chapter 2 forms a basis for much of Chapter 3 and the

latter half of Chapter 4. Thepassiveplants and controllers are interconnected using

wave variableswhich are created using a scattering transform (see Section2.1.1 for

additional details). A Linear Time Invariant (LTI) system ispassiveif and only if it is

positive real (PR). Furthermore, aLTI system isstrictly-input passivewith finite l2/L2-

gain if and only if it is strictly positive real(SPR), see Section A.1 and [25, 60, 133].

Finally a strictly-input passive(SPR) LTI system is alsostrictly-output passive, how-

ever the converse is not true. For example astrictly-output passive LTIsystem can have

zeros on either the imaginary axis for continuous time systems or on the unit circle for

discrete time systems. Many stability results can be determined by simply studying the

input-output mappings ofpassivesystems. However, Lyapunov [4, 73, 112] storage

functions based on the internal states of apassivesystem do exist such that we can

determine if aLTI system is (S)PR(Lemma 4). These storage functions can also be de-

rived from the study ofEuler-Lagrange Systemssystems [94] andHamiltoniansystems

[127].

Chapter 3 addresses how actuator constraints, such as saturation and other memo-

ryless nonlinearities can adversely affect stability. Section 3.1 opens with a motivating

2



example showing how a discrete mean square stable control system of a continuous first

order plant in which the pole is strictly in the right half plane and subject to Bernoulli

data drop outs will be destabilized when subjected to input actuator saturation. Thel2-

stablenetworks presented in Chapter 2 can tolerate both time varying delays and data

drop outs. However, we show that memoryless input nonlinearities such as actuator sat-

uration can eliminate our desiredpassivityproperties of a given plant. In Section 3.2.4,

using aninner-product recovery block(IPRB) we prove that we can synthesize al2-

stabledigital control network which is subject to memoryless input nonlinearities.

Chapter 4 is concerned with a detailed study of wireless digital control ofpassive

plants over token ring networks. In this chapter we derive network capacity (see Defini-

tion 9), and characterize the delays for our ring network when carrying correlated data

between the controller and plant in ourl2-stablenetworks (Section 4.2). In Section 4.3

we study further the resultingdistortion(Definition 10) between a desired position set

pointθset(i) and the resulting position output from the plantθact(i) and examine how a

passivediscrete time varying lossy data reductionLDRalgorithm affects this distortion.

In Section 4.3.2.1, we provide a proof showing that anovelasynchronous controller can

create al2-stablenetwork. In simulations this new controller obtained lowerdistortion

levels than our controller which relied on adaptive data compression and required sig-

nificantly less computations to implement.

In Chapter 5, a software environment is introduced calledneclab, that is a software

environment designed to allow easy deployment of networkedembedded control sys-

tems, in particular wireless networked embedded control systems calledwnecs. The

components ofneclabare presented in the following and described in terms of a classi-

cal control experiment, the ball and beam.
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1.1 Motivating Examples of Wireless Networked Embedded Control Systems

As technology continues to lower costs and ease developmentof wnecs, applications

which requirewnecsare in development and deployment stages. Applications range

from static wireless networks which monitor water levels and control gates in irrigation

canals to mobile networks which attempt to provide real-time situation awareness to

soldiers on the ground. These and other applications will bediscussed in the following

subsections.

1.1.1 Irrigation Control and Storm Water Drainage Control systems

In Australia, a decentralized control system has been implemented for the flow con-

trol of water in irrigation channels [18] which has shown impressive results in perfor-

mance using a feed-forward compensation algorithm. Furthermore [18] shows promis-

ing simulations for a distributed control system which is solved using recently estab-

lished convex programming techniques [24, 97]. Their simulations indicatedthat their

distributed controller performed nearly as well as a centralizedH∞controller.

An emerging application ofwnecsis related to reducing the number of combined

sewer overflow (CSO) events by regulating the flow of storm water into combined

sewer wastewater systems (CSS) in order to prevent mixing of sewage and storm wa-

ter [92, 101]. When a large rainfall occurs the capacity of the CSScan be exceeded

and sewage and rainwater are combined, resulting to the discharge of polluted storm

water into nearby lakes and rivers which leads to environmental pollution and trig-

gers large fines from theEPA. This is an extremely diverse and challenging problem

in which wireless sensing of storm water holding basins,CSSwater and sewage levels,

and weather forecasting all can provide feed-back in order to make distributed control

decisions to actuate valves which can regulate and divert flows in order to preventCSO
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events.

1.1.2 Mobile Control Applications

Moving to applications involving mobile units, the following paper determines ways

to achieve optimal sampling of moving currents in an ocean [61]. In [61] algoritms are

given to determine optimal elliptical trajectories for a fleet of Slocum Gliders used to

explore the ocean. These algorithms have to contend with very low data rate, asyn-

chronous sampling, and large disturbances (due to the underwater currents) in order

to coordinate their computationally and energy limited gliders. In spite of these limi-

tations, their coordinated feedback control algorithm significantly improves sampling

performance.

The military is particularly concerned with coordination and control of multiple un-

manned aerial vehicles (UAV’s) [104]. TheseUAV’s are used for urban surveillance and

reconnaissance in order to improve situation awareness (SA). Soldier have to contend

with planning and implementing urban missions for a highly nonlinear and dynamic

environment. Due to the close proximity of buildings, the enemy is provided with

a three dimensional landscape to perform attacks. This three dimensional landscape

results in a highly nonlinear environment to interact in. The structure of the city is

constantly changing with new buildings being built, cars moving, etc. The combina-

tion of a nonlinear environment with the dynamically changing environment, allows us

to classify theSAproblem as a non-autonomous nonlinear control problem [73,112].

Furthermore, this means the soldier will enter a highly uncertain environment. It is

hoped thatUAV’s will help reduce the uncertainty of the environment whilealso being

robust enough to navigate in such an environment. An indirect way in whichUAV’s

may improveSAis by simply creating spatial diversity for ad-hoc communication net-
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works which will be less suspect to multi-path fading effects in an urban environment

[9]. In summary, it is hoped that the use ofUAV’s for both surveillance and improved

communication networks will improvedSAfor the soldier.

1.1.3 Heating, Lighting, and Power Control Applications

Over two-thirds of electricity generated in the US is for commercial buildings in

which 40% is consumed by lighting. Research has shown that intelligent lighting sys-

tems (ILS) [26] can reduce electricity consumption by as much as 45% with little en-

vironmental impact due to the addition of wireless sensing and actuation components.

These lighting systems use remote ambient light, temperature, and motion sensors to

send information to a controller to vary the light levels in the room. The controller will

vary the light levels due to the presence/absence of a user inthe room and their own

demands [88, 105].

Spatially distributed power electronic systems, which areused in telecommunica-

tion, naval, and micro grid power systems are attempting to meet increased demands for

reliability, modularity and reconfigurability. A recent article was published to address

these demands by showing wireless control of distributed voltage converters [78]. Two

different types of voltage converters were tested, a two-module DC-DC buck converter

and a two-module voltage inverter. In each unit a master-slave architecture was cho-

sen in which the master controller would transmit an appropriate reference signal to

the slave. Although the delays were minimal, they created significant problems for the

two-module voltage inverter to compensate for.
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1.1.4 Other Control Applications With Wireless Networks.

Many classic control applications attempt to stabilize unstable systems such as an

inverted pendulum. In [13] a dynamic delay compensated controller to balance an in-

verted pendulum using Bluetooth for wireless feedback was implemented. It was not

mentioned how long the controller could operate before failing. However, a similar

experiment (not using dynamic delay compensation) could only successfully balance

an inverted pendulum for about a minute using Bluetooth [120]. Another paper simu-

lated and tested the flow of fluid in tanks [39]. Most other papers in this field present

simulated resultsfor idealized systems: [30, 110] simulate vehicle following problems,

[29, 93] simulate the information consensus problem, while[63] simulate a binary con-

troller for a first order plant which is subject to a minimum data rate transfer, [83]

simulates model-based control of nonlinear plants such as an inverted pendulum and

positioning of a satellite subject to fixed update rates, [66] performed simulation and

tested a helicopter simulator, comparing Bernoulli dropouts and using a deterministic

scheduling algorithm (it is interesting to note that anonlinear limit-cyclein the ex-

periment resulted inunpredicted resultsespecially when the system was subjected to

Bernoulli dropouts).
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1.2 A Brief Review of Quantization Results in Networked Systems

Although we did not research the effects of quantization, the research in this field is

significant [87]. We highlight a few additional papers whichhave addressed quantiza-

tion issues. Many papers in this area focus on designing an optimal source encoder of

the sensor data to be transmitted over a wireless channel andto be optimally decoded

and sent to the controller. A recent paper looked at the problem slightly differently in

which a remote set point would be sent to remote control system (in which the sensor

and actuator were collocated) [106]. The approach of this paper looked at compressing

the set point in order to transmit a more precise set-point with a limited channel data

rate. The paper formulates and shows how to solve the following optimization problem

(1.1)

min
K(M,N)

√
2‖[ (Hα − T )r̄ Hαη ]‖H2

s.t.H is stable. (1.1)

In which r̄ is the largestp-normed refrence signal from the finite set of reference signals

Cr, andη = {βmin + (βmax − βmin)ω̄}. βmax is the largestp-normed distance between

any pair of signals∈ Cr while βmin can be thought of as the largestp-normed distance

of any pair of signals which are constrained to be within a given covering set ofCr.

The symbol̄ω represents an upper bound on the probability of a decoding error. H is

the closed loop transfer function (T is the desired closed loop transfer function) of a

discrete single input single output plant with control gainK. Hα is the delayed system

which is dependent on the number of source encoder symbols (M) and block channel

encoder length bitsN such thatHα = z−αH andα = log2(M) + N . The results of the

synthesis for a first order discrete time system show that compression is most useful for

low noise channels, when the plant pole is more unstable and when the desired response

time ofT is long (the poleλ is near the unit circle).

Two papers have been presented relating optimal packet dropout policiesPdrop(k) =
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G(Υ[k]) for linear discrete time systems which can be described by scalar difference

equations [85, 86]. The latter paper is more general. The results are concerned with

addressing observer stability and minimizing the steady state (k → ∞) error variance

of an observere[k] = E{(x(k)− x̂(k))2}Υ[k−1],...,Υ[0], in whichx̂[k] is the state estimate

of the statex(k) from a Kalman filter. The results show that for point-to-point wireless

communication over mobile channels that regardless of the instantaneous received Sig-

nal to Noise RatioΥ[k], no data packets should be dropped in order to maximize the

observer stability range. The articles also show that by providing a measure of the noise

for the received packet, a form ofcross-layer feedback, the average steady state error

variancee[∞] will be minimized. Finally the article showed that for systems which

did not utilizecross-layer feedbackthat an optimal dropping thresholdΥT could be

determined in order to minimizee[∞] at the cost of reduced stability. The dropping

policy is if Υ[k] < ΥT the package should be dropped. The assumption for the noise

processΥ[k] is stationary and independent from one transmission to the next (no other

assumptions are made such as the distribution ofΥ). Stability of the filter in general

can be described in terms of the scalar state coefficientA and probability distribution

function (pdf ) of Υ (1.2).

E(Pdrop) =

ΥT
∫

0

pdf(Υ)dΥ < A−2 (1.2)

Another article which has examined encoder and decoder design for control of

plants over networks is [123]. These additional texts provide results related to con-

trol and quantization [39, 63].
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CHAPTER 2

DIGITAL CONTROL NETWORKS FOR CONTINUOUS PASSIVE PLANTS

WHICH MAINTAIN STABILITY WHEN SUBJECT TO FIXED DELAYS, TIME

VARYING DELAYS AND DATA DROPOUTS

This chapter provides procedures to synthesizel2-stablenetworks in which the con-

troller and plant can be subject to delays and data dropouts.This approach can be ap-

plied to control systems which use “soft-real-time” cooperative schedulers as well as

those which use wired and wireless network feedback. The approach applies to plants

and controllers which arepassive, and allows for thesepassivesystems to be either lin-

ear, nonlinear, and (or) time-varying. This framework arises from fundamental results

related topassivecontrol, and scattering theory which are used to designpassiveforce-

feedback telemanipulation systems, in which we provide a short review. Theorem 3

states how a (non)linear (strictly input or strictly output) passive plant can be trans-

formed to a discrete (strictly input) passive plant using a particular digital sampling and

hold scheme. Furthermore, Theorem 4(5) provide new sufficient conditions forl2 (and

L2)-stability in which astrictly-output passivecontroller and plant are interconnected

with onlywave-variables. Lemma 2 shows it is sufficient to use discretewave-variables

when data is subject to fixed time delays and dropouts in orderto maintainpassivity.

Lemma 3 shows how to safely handle time varying discretewave-variabledata in or-

der to maintainpassivity. Based on these new theories, we provide an extensive set of

new results as they relate toLTI systems. For example, Proposition 2 shows how aLTI
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strictly-output passiveobserver can be implemented. We then present a new coopera-

tive scheduler algorithm to implement anl2-stablecontrol network. We also provide an

illustrative simulated example which uses apassiveobserver followed with a discussion

for future research.

2.1 Introduction

The primary goal of this research is to develop reliable wireless control networks.

These networks typically consist of distributed-wirelesssensors, actuators and con-

trollers which communicate with low cost devices such as theMICA2 and MICAz

motes [54]. The operating systems for these devices, typically consist of a very simple

scheduler, known as a cooperative scheduler [44]. The cooperative scheduler provides

a common time-base to schedule tasks to be executed, however, it does not provide

a context-switch mechanism to interrupt tasks. Thus, taskshave to cooperate in or-

der not to delay pending tasks, but this cooperative condition is rarely satisfied. As

a result, a controller needs to be designed to tolerate time-varying delays which can

incur from disruptive tasks which share the cooperative scheduler. Although, other

operating systems can be designed to provide a more hard real-time scheduling per-

formance, the time varying delays which will ultimately be encountered with wireless

sensing and actuation will be comparable if not more significant. Hence, the primary

aim of this chapter is to provide the theoretical framework to build l2-stablecontrollers

which can be subject to time-varying scheduling delays. Such results are also of im-

portance as they will eventually allow the plant-controller network depicted in Fig. 2.6

to run entirely isolated from the plant as is done with telemanipulation systems. Tele-

manipulation systems have had to address wireless control problems [1] years before

the MICA2 mote existed and the corresponding literature provides results to address
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how to design stable control systems subject to transmission delays in such systems.

Much of the theory presented in this chapter is inspired and related to work related to

telemanipulation systems. Thus, our introduction will conclude (Section 2.1.1) with a

brief review of telemanipulation, and how it relates topassivecontrol and scattering

theory in order too provide the reader some physical insightrelated to the framework

presented in Section 2.2.

Telemanipulation systems are distributed control systemsin which a human opera-

tor controls a local manipulator which commands a remotely located robot in order to

modify a remote environment. The position tracking betweenthe human operator and

the robot is typically maintained by a passive proportional-derivative controller. In fact,

a telemanipulation system typically consists of a series network of interconnected two-

port passive systems in which the human operator and environment terminate at each

end of the network [89]. These passive networks can remain stable in-spite of system

uncertainty; however, delays as small as a few millisecondswould cause force feedback

telemanipulation systems to become unstable. The instabilities occur because delayed

power variables, force (effort) and velocity (flow), make the communication channel

nonpassive. In [1] it was shown that by using a scattering transformation of the power

variables into powerwave variables[90] the communication channel would remain

passive in spite of arbitrary fixed delays. For continuous systems, if additional infor-

mation is transmitted along with the continuouswave variables, the communication

channel will also remain passive in the presence of time varying delays [91]. However,

only recently has it been shown how discretewave variablescan remain passive in spite

of time varying delays and dropouts [11, 107]. We verified this to be true for fixed time

delays and data dropouts (Lemma 2). However, we provide a simple counter example

that shows this is not the case for all time-varying delays and provide a lemma which
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states how to properly handle time varying discrete wave variable data and maintain

passivity(Lemma 3). The initial results from [107] build upon a novel digital sample

and hold scheme which allows the discrete inner-product space and continuous inner-

product space to be equivalent [103, 118].

We build on the results in [118] to show in general how to transform a (non)linear

(strictly inputor strictly output) passivesystem into a discrete (strictly input) passive

system (Theorem 3). We then formally show some newl2-stability results related to

strictly-output passivenetworks. In particular Theorem 2 shows how to make a discrete

passiveplantstrictly-output passiveandl2-stable. Theorem 2 also makes it possible to

synthesize discretestrictly-output passivesystems from discretepassive LTIsystems

such as those consisting of passive wave digital filters [32]. We will then use the scat-

tering transform to interconnect the controller to the plant with wave variables. We use

Lemma 3 to show that the cooperative scheduler can allow timevarying data transmis-

sion delays and maintain passivity between the plant and controller. As a result our dig-

ital control system implemented with a cooperative scheduler will remainl2-stable. We

conclude this introduction with a brief discussion of telemanipulation systems,passivity

and scattering theory from continuous time and classic control framework. Section 2.2

provides the necessary definitions and theorems necessary to present our main results.

Section 2.3 shows our main results and outlines how to designa driver which allows

the digital controller to be implemented as a cooperative task managed by a cooperative

scheduler, such as the one provided bySOS. Section 2.4 concludes with a simulation

implementing the cooperative scheduler to control a passive system. Section 2.6 sum-

marizes our key findings and discusses future research directions.
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2.1.1 Passive Systems and Telemanipulation.

Passive systems are an important class of systems for which Lyapunov like functions

exist [25, 73, 112, 127]. The Lyapunov like function arises from the definition of

passivity (2.1). In passive systems (2.1), the rate of change in stored energyEstore

is equal to the amount of power put in to the systemPin minus the amount of power

dissipatedPdiss which is greater than or equal to zero.

Ėstore = Pin − Pdiss (2.1)

As long as all internal statesx of the system are associated with stored energy in the

system, we can show that a passive system is stable when no input power is present

simply by settingPin = 0. Pdiss ≥ 0 implies thatĖstore ≤ 0 which shows the system is

Lyapunov stable. By using either the invariant set theorem or Barbalat’s Lemma [112]

we can prove asymptotic stability [89]. These passive systems can be interconnected

in parallel and feed-back configurations and are fundamental components in telema-

nipulation systems [89]. When a telemanipulation system incurs millisecond commu-

nication delays between the master controller and slave manipulator instabilities can

occur. These delays primarily destabilize the system because the communication chan-

nel is no longer apassiveelement in the telemanipulation system [90].Wave variables

are used here to communicate commands and provide feed-backin telemanipulation

systems, because they allow the communication channel to remain passive for arbi-

trarily fixed delays. The variables which traditionally in the past were communicated

over a telemanipulation channel werepower variablessuch as force and velocity (F ,ẋ).

Power variables, generally denoted with aneffort andflow pair (e∗,f∗) whose product

is power, are typically used to show the exchange of energy between two systems using

bond graphs[17, 38]. Some other examples ofeffortandflowpairs ofpower variables
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Figure 2.1. Telemanipulation system depicted in the s-Domain, subject to
communication delays.

are voltage and current (V ,q̇), and magnetomotive force and flux rate (F ,ϕ̇). Wave

variablesare denoted by the following pair of variables (u∗,v∗), the transmission wave

impedanceb > 0 and the channel communication time delayT [90]. The transmission

between the master and slave controller (as depicted in Fig.2.1 in the s-Domain) are

governed by the following delayed equations:

us(t) = um(t − T ) (2.2)

vm(t) = vs(t − T ) (2.3)

in which the input waves are computed using

um(t) =
1√
2b

(bfm(t) + em(t)) (2.4)

vs(t) =
1√
2b

(bfsd(t) − ec(t)) (2.5)

These simple wave variable transformations, which can be applied to vectors, allow us

to show that the wave communication channel is both passive and lossless assuming
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zero initial conditions.

Estore(t) =

t
∫

0

Pindτ =

∫ t

t−T

1

2
uT

mum +
1

2
vT

s vs ≥ 0 (2.6)

In Fig. 2.1, the transfer function associated with the master manipulator is denoted by

Gm(s) and is typically apassivemass. Furthermore, the slave manipulator is denoted by

the transfer function,Gs(s) and is typically apassivemass. Thepassive“proportional-

derivative” plant controllerKPD(s) has the following form:

KPD(s) =
Bs + K

s
(2.7)

The plant controller is “proportional-derivative” in the sense that the integral of the flow

variablef∗ yields a displacement variableq∗ which is then multiplied by a proportional

gainK and derivative termB. Note that the final position of the plant is dependent on

the systems initial condition.Passivitywill be preserved in this configuration.

Figure??depicts a more fundamental system which we desire to study inwhich the

controllerGp(s) is interconnected to the plantKPD(s) with wave variables. Ifed(s) =

0 then it can be shown thatK(s) is positive real for∀b > 0 (see [75] for explanation of

K(s)) which implies the system ispassiveand stable [75, Section B]. We may be able to

show that the system isL2 stable whened(s) = 0 using Theorem 2 in [76]. However, we

will show that it is sufficient forKPD(s) andGP (s) to be modified to bestrictly-output

passivein order to satisfyL2 stability ∀b > 0 in which bothed(s) andrs(s) can be

signals inL2. The proof for bothL2 andl2 stability is given in Section 2.3. Although

the wave variables (u∗,v∗) do not need to be associated with a particular direction as

do the power variables, when interconnected with a pair of effort and flow variables an

effective direction is implied. Fig. 2.2 shows how to implement the wave transform for
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Figure 2.2. Block diagrams depicting the wave variable transformation
(simplified version of Fig. 3 in [121]).

Figure 2.3. A fixed delay-insensitive system in which a passive controller
commands a passive plant.

both cases. Fig. 2.1 can be modified to yield the following system in which a passive

controllerKPD(s) is able to command a passive plantGp(s). The plant will follow the

negative flow set-pointrs(s). If we precede the flow set-point with a causal derivative

filter Gd(s) = s
τs+1

then the plant will track a desired displacement set-pointqs(s).

The following observations, have been made by simulating this system: If the plant

is apassivemass, then the plant displacement will equal the negative displacement set-

point at steady state. If the plant ispassiveand stable such as a mass-spring-damper,

then steady state error will occur. So far the discussion hastaken place with respect

to the continuous time domain in which it has been shown that delayed data to and
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from the controllerKPD(s) can occur in an isolated manner such that a passive control

system can be designed.

2.2 Passive Control Theory

Passive control theory is extremely general and broad in that it applies to a large

class of controllers for linear, nonlinear, continuous anddiscrete control systems. In

[25] control theory for continuous and discrete passive systems is presented. In par-

ticular, passive control theory has been used in digitaladaptive controltheory to show

stability of variousparameter adaptation algorithms[57]. Additional texts which dis-

cuss nonlinear continuous passive control theory are [73, 112, 127]. In [94] a compre-

hensive treatment is dedicated to the passive control of a class of nonlinear systems,

known asEuler-Lagrange Systems. Euler-Lagrange Systemscan be represented by a

Hamiltonianwhich possess a Dirac structure that allows dissipative andenergy stor-

age elements to be interconnected to ports without causal specification [117, p. 124].

Thus, in [117] an extensive treatment on intrinsically passive control using Generalized

Port-Controlled Hamiltonian Systems is presented, in particular as it relates to telema-

nipulation and scattering theory. Our presentation of passive control theory focuses on

laying the groundwork for discrete passive control theorems, mirrors the continuous

counterpart results presented in [127], and is based off of the continuous and discrete

time framework presented in [25].

2.2.1 l2 Stability Theory for Passive Networks

Definition 1 The l2 space is the real space of all bounded, infinitely summable func-

tionsf(i) ∈ Rn. We assumef(i) = 0 for all i < 0 and note thatRn could be replaced

with Cn in (2.8) without loss of generality. Denoting〈·, ·〉 as an inner product [7], the
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l2 space is the set of all functionsf(i) which satisfy the following inequality (2.8).

∞
∑

i=0

〈f ∗(i), f(i)〉 < ∞ (2.8)

A truncation operator will be defined as follows:

fN (i) =















f(i), if 0 ≤ i < N

0, otherwise

(2.9)

Likewise the extendedl2 space,l2e , is the set of all functionsf(i) which satisfy the

following inequality (2.10).

N−1
∑

i=0

〈f ∗(i), f(i)〉 < ∞, N ≥ 1 (2.10)

Note thatl2 ⊂ l2e . Typicallyl2e is defined with the summation toN and the truncation

operator includesN [57, p. 75] [25, p. 172], however, these definitions are equiva-

lent. Finally we can define ourl2 norms (2.11) and truncation of thel2 norm (2.12) as

follows:

‖f(i)‖2
△
= (

∞
∑

i=0

〈f(i), f(i)〉) 1

2 (2.11)

‖f(i)N‖2
2

△
= 〈f(i), f(i)〉N

△
=

N−1
∑

i=0

〈f(i), f(i)〉 (2.12)

The following definition forl2-stability is similar to the one given in [19] which refers

to [127] in regards to stating thatfinite l2-gain is sufficient forl2-stability, however, in

[127] this is only stated for the continuous time case. We provide a short proof for the

discrete time case and we note for completeness where the development parallels [127].

Definition 2 Let the set of all functionsu(i) ∈ Rn, y(i) ∈ Rp which are either in thel2
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space, orl2e space be denoted asl2(U)/l2e(U) andl2(Y )/l2e(Y ) respectively. Then define

G as an input-output mappingG : l2e(U) → l2e(Y ), such that it isl2-stableif

u ∈ l2(U) ⇒ G(u) ∈ l2(Y ) (2.13)

The mapG has finitel2-gain if there exist finite constantsγ and b such that for all

N ≥ 1

‖(G(u))N‖2 ≤ γ‖uN‖2 + b, ∀u ∈ l2e(U) (2.14)

holds. EquivalentlyG has finitel2-gain if there exist finite constantŝγ > γ and b̂ such

that for all N ≥ 1 [127, (2.21)]

‖(G(u))N‖2
2 ≤ γ̂2‖uN‖2

2 + b̂, ∀u ∈ l2e(U) (2.15)

holds.

Note 1 If G has finitel2-gain then it is sufficient forl2-stability. Letu ∈ l2(U) and

N → ∞ which leads (2.14) to

‖(G(u))‖2 ≤ γ‖u‖2 + b, ∀u ∈ l2(U) (2.16)

which implies (2.13) (see [127, p. 4] for continuous time case).

Lemma 1 [127, Lemma 2.2.13] Thel2-gainγ(G) is given as

γ(G) = inf{γ̂ | ∃ b̂ s.t. (2.15) holds} (2.17)

Next we will present definitions for various types of passivity for discrete time systems.

Definition 3 [25, 127] LetG : l2e(U) → l2e(U) then for allu ∈ l2e(U) and allN ≥ 1:
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I. G is passive if there exists some constantβ such that (2.18) holds.

〈G(u), u〉N ≥ −β (2.18)

II. G is strictly-output passive if there exists some constantsβ and ǫ > 0 such that

(2.19) holds.

〈G(u), u〉N ≥ ǫ‖(G(u))N‖2
2 − β (2.19)

III. G is strictly-input passive if there exists some constantsβ and δ > 0 such that

(2.20) holds.

〈G(u), u〉N ≥ δ‖uN‖2
2 − β (2.20)

Theorem 1 Let G : l2e(U) → l2e(U) be strictly-output passive. ThenG has finitel2-

gain.

Proof 1 The proof for the discrete case is practically the same as forthe continuous

case given in [127, Theorem 2.2.14], for completeness we denotey = G(u), and rewrite

(2.19)

ǫ‖yN‖2
2 ≤ 〈y, u〉N + β

≤ 〈y, u〉N + β +
1

2
‖ 1√

ǫ
uN −

√
ǫyN‖2

2 (2.21)

≤ β +
1

2ǫ
‖uN‖2

2 +
ǫ

2
‖yN‖2

2

thus moving all terms ofy to the left, (2.21), has the final form of (2.15) withl2-gain

γ̂ = 1
ǫ

and b̂ = 2β

ǫ
.

The requirement forstrictly-output passiveis a relatively easy requirement to obtain for

a passiveplant with mapG and inputu and outputy. This is accomplished by closing
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the loop relative to a reference vectorr with a positive definite feedback gain matrix

K > 0 such thatu = r − Ky.

Theorem 2 Given a passive system with inputu, outputG(u) = y, a positive definite

matrix K > 0, and reference vectorr. If the inputu = r − Ky, then the mapping

Gcl : r → y is strictly-output passivity which impliesl2-stability.

Proof 2 First we use the definition of passivity forG and substitute the feedback for-

mula foru.

〈y, u〉N = 〈y, r − Ky〉N ≥ −β (2.22)

Then we can obtain the following inequality

〈y, r〉N ≥ λm(K)‖y‖2
2 − β (2.23)

in whichλm(K) > 0 is the minimum eigenvalue forK. Hence, (2.23) has the form of

(2.19) which shows strictly-output passive and impliesl2-stability.

It is important to note that for very small maximum eigenvalues, the system is essen-

tially the nominal passive system we started with. This is important, for we can design

more general passive digital controllers and modify them with this simple transform to

make themstrictly-output passive.

2.2.2 Inner-product Equivalent Sample and Hold

In this section we prove Theorem 3 which shows how a (non)linear (strictly input

or strictly output) passive plant can be transformed to a discrete (strictly input) passive

plant using a particular digital sampling and hold scheme. This novel zero-order digital

to analog hold, and sampling scheme introduced by [118] creates a combined system
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such that the energy exchange between the analog and digitalport is equal. This equiv-

alence allows one to interconnect an analog to a digital Port-Controlled Hamiltonian

(PCH) system which yields an overall passive system. In [103], a correction was made

to the original scheme proposed in [118]. In order to prove Theorem 3, we will restate

the sample and hold algorithm with a slightly modified nomenclature. Fig. 2.4 shows a

simple example of a continuous force,F (t) (solid blue line), being applied to a damper

with damping ratio0.5 (kg/s-m). The force is updated at a rate ofT seconds, such that

at t = iT the corresponding discrete force,F (i) (circles), updatesF (t) and is held

for an additionalT seconds. The discrete “velocity”,v(i) (diamonds), is defined as

v(i) = (x(i + 1) − x(i)). The discrete “position”,x(i), is the sampled integral of the

continuous velocity,v(t) (solid magenta line), up to timet = iT . Likewisex(i + 1)

is the sampled integral of thepredictedcontinuous velocity up to timet + T . Note

that the solid green line,x(t) denotes the integral of the continuous velocity. Finally,

the continuous inner-product integral,〈F (t), v(t)〉NT
△
=

∫ NT

0
〈F (t), v(t)〉, is denoted

by the solid red line. The discrete inner-product summation, 〈v(i), F (i)〉N , is indicated

at each indexi with a blue square, thus showing equivalence to〈F (t), v(t)〉NT .

Definition 4 [103, 118] Let a continuous one-port plant be denoted by the input-output

mappingGct : L2
e(U) → L2

e(U). Denote continuous time ast, the discrete time index

as i, the continuous input asu(t) ∈ L2
e(U), the continuous output asy(t) ∈ L2

e(U),

the transformed discrete input asu(i) ∈ l2e(U), and the transformed discrete output as

y(i) ∈ l2e(U). The inner-product equivalent sample and hold (IPESH) is implemented

as follows:

I. x(t) =
∫ t

0
y(τ)dτ

II. y(i) = x((i + 1)T ) − x(iT )
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Figure 2.5. An implementation of theIPESHfor LTI systems.

III. u(t) = u(i), ∀t ∈ [iT, i(T + 1))

As a result

〈y(i), u(i)〉N = 〈y(t), u(t)〉NT , ∀N ≥ 1 (2.24)

holds.

Theorem 3 Using the IPESH given in Definition 4, the following relationships can be

stated between the continuous one-port plant,Gct, and the discrete transformed one-

port plant,Gd : l2e(U) → l2e(U):

I. If Gct is passive thenGd is passive.

II. If Gct is strictly-input passive thenGd is strictly-input passive.

III. If Gct is strictly-output passive thenGd is strictly-input passive.

This is a general result, in which Theorem 3-I includes the special case where the input

is a force and the output is a velocity ([103, Definition 2]) and it includes the special

case for interconnectingPCH systems ([118, 119, Theorem 1]).

Proof 3 I. Since the continuous passive systemGct satisfies

〈y(t), u(t)〉τ ≥ −β, ∀τ ≥ 0 (2.25)
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then by substituting (2.24) into (2.25) results in

〈y(i), u(i)〉N ≥ −β, ∀N ≥ 1 (2.26)

which satisfies (2.18) and completes the proof of Theorem 3-I.

II. Let τ = NT , then since the continuous strictly-input passive systemGct satisfies

〈y(t), u(t)〉τ ≥ δ‖u(t)τ‖2
2 − β, ∀τ ≥ 0 (2.27)

and Definition 4-III implies

‖u(t)τ‖2
2 = T‖u(i)N‖2

2 (2.28)

substituting (2.28) and (2.24) into (2.27) results in

〈y(i), u(i)〉N ≥ Tδ‖u(i)N‖2
2 − β, ∀N ≥ 1 (2.29)

therefore, the transformed discrete systemGd satisfies (2.20) and completes the

proof of Theorem 3-II.

III. Let τ = NT , then since the continuous strictly-output passive systemGct satisfies

〈y(t), u(t)〉τ ≥ ǫ‖y(t)τ‖2
2 − β, ∀τ ≥ 0 (2.30)

however, no direct relationship can be made between‖y(t)τ‖2
2 and‖y(i)N‖2

2. But

Definition 4-III still implies (2.28), and sinceGct is strictly-output passive, which
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implies finitel2-gain such that

‖y(t)τ‖2
2 ≤

1

ǫ2
‖u(t)τ‖2

2 +
2β

ǫ

≤ T

ǫ2
‖u(i)N‖2

2 +
2β

ǫ
(2.31)

holds. Substituting (2.31) into (2.30) results in

〈y(i), u(i)〉N ≥ T

ǫ
‖u(i)N‖2

2 − (−β), ∀N ≥ 1 (2.32)

therefore, the transformed discrete systemGd satisfies (2.20) and completes the

proof of Theorem 3-III.

Continuous and discrete linear time invariant systems havean important property, namely

that if they arestrictly-input passivethey havefiniteL2/l2-gain and arestrictly-output

passive(See Corollary 10 in Appendix A.1).

Corollary 1 Using the IPESH given in Definition 4, the following relationships can be

stated between the continuous LTI one-port plant,Gct, and the discrete transformed LTI

one-port plant,Gd : l2e(U) → l2e(U): If Gct is either strictly-input passive or strictly-

output passive thenGd is both strictly-input passive with finitel2-gain and strictly-

output passive.

2.3 Main Results

Fig. 2.6 depicts our proposed control scheme in order to guaranteel2 stability in

which the feedback and control data can be subject to variable delays between the

controller and the plant. Depicted is a continuous passive plant Gp(ep(t)) = fp(t)

which is actuated by a zero-order hold and sampled by anIPES. ThusGp is transformed
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Figure 2.6.l2-stabledigital control network for cooperative scheduler

into a discrete passive plantGdp(ep(i)) = fop(i). Next, a positive definite matrixKp is

used to create a discretestrictly-output passiveplantGop(eop(i)) = fop(i) outlined by

the dashed line. NextGop is interconnected in the following feed-back configuration

such that

〈fop, edoc〉N =
1

2
(‖(uop)N‖2

2 − ‖(vop)N‖2
2) (2.33)

holds due to the wave transform. Moving left to right towardsthestrictly-output passive

digital controllerGoc(foc) = eoc we first note that

〈fopd, eoc〉N =
1

2
(‖(uoc)N‖2

2 − ‖(voc)N‖2
2) (2.34)

holds due to the wave transform. The wave variablesuoc(i), vop(i) are related to the

corresponding wave variablesuop(i), voc(i) and by the discrete time varying delays

28



p(i), c(i) such that

uoc(i) = uop(i − p(i)) (2.35)

vop(i) = voc(i − c(i)) (2.36)

(2.35) and (2.36) hold. Finally the positive definite matrixKc is used to make the

passivedigital controllerGc(fc(i)) = eoc(i) strictly-output passive. Typically, roc can

be considered the set-point in whichfopd(i) ≈ −roc(i) at steady state, whilerop(i) can

be thought as a discrete disturbance. Which leads us to the following theorem.

Theorem 4 The system depicted in Fig. 2.6 isl2-stable if

〈fop, edoc〉N ≥ 〈eoc, fopd〉N (2.37)

holds for allN ≥ 1.

Proof 4 First, by theorem 3-I,Gp is transformed to a discrete passive plant. Next, by

theorem 2 both the discrete plant and controller are transformed into a strictly-output

passive systems. The strictly-output passive plant satisfies

〈fop, eop〉N ≥ ǫop‖(fop)N‖2
2 − βop (2.38)

while the strictly-output passive controller satisfies (2.39).

〈eoc, foc〉N ≥ ǫoc‖(eoc)N‖2
2 − βoc (2.39)

Substituting,edoc = rop − eop andfopd = foc − roc into (2.37) yields

〈fop, rop − eop〉N ≥ 〈eoc, foc − roc〉N
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which can be rewritten as

〈fop, rop〉N + 〈eoc, roc〉N ≥ 〈fop, eop〉N + 〈eoc, foc〉N (2.40)

so that we can then substitute (2.38) and (2.39) to yield

〈fop, rop〉N + 〈eoc, roc〉N ≥ ǫ(‖(fop)N‖2
2 + ‖(eoc)N‖2

2) − β (2.41)

in which ǫ = min(ǫop, ǫoc) and β = βop + βoc. Thus (2.41) satisfies (2.19) in which

the input is the row vector of[rop, roc], and the output is the row vector[fop, eoc] and

completes the proof.

Theorem 5 The system depicted in Fig. 2.6 without the IPESH in whichi andt denote

continuous time isL2-stable if

〈fop, edoc〉τ ≥ 〈eoc, fopd〉τ (2.42)

holds for allτ ≥ 0.

Proof 5 The proof is completely analogous to the proof given for Theorem 4, the dif-

ferences being that the IPESH is no longer involved and the discrete time delays are

replaced with continuous time delays.

In order for (2.37) to hold, the communication channel/ data-buffer needs to remain

passive. It has been proved in [119] that the discrete communicationchannel is passive

for both fixed delays [119, Proposition 1] and variable time delays including loss of

packets [119, Proposition 2], as we will show with a different and straight forward

proof.
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Lemma 2 If the discrete time varying delays are fixedp(i) = p, c(i) = c in which

0 ≤ p, c < N and/or data packets are dropped then (2.37) holds.

Before we begin the proof, we denote the partial sum fromM to N of an extended

norm as follows

‖x(M,N)‖2
2

△
= 〈x∗, x〉(M,N) =

N−1
∑

i=M

〈x∗, x〉 (2.43)

Proof 6 In order to satisfy (2.37), (2.33) minus (2.34) must be greater than zero, or

(‖(uop)N‖2
2 − ‖(vop)N‖2

2) − (‖(uoc)N‖2
2 − ‖(voc)N‖2

2) ≥ 0

(‖(uop)N‖2
2 − ‖(uoc)N‖2

2) + (‖(voc)N‖2
2 − ‖(vop)N‖2

2) ≥ 0 (2.44)

(‖(uop)N‖2
2 − ‖(uop(i − p(i))N‖2

2)+

(‖(voc)N‖2
2 − ‖(voc(i − c(i))N‖2

2) ≥ 0 (2.45)

holds. Clearly (2.45) holds when the delays are fixed, as (2.45) can be written to show

(‖(uop)((N−p),N)‖2
2 + ‖(voc)((N−c),N)‖2

2) ≥ 0 (2.46)

the inequality always holds for all0 ≤ p, c < N . Note if p and c equal zero, then

inequality in (2.46) becomes an equality. If all the data packets were dropped then,

‖(uoc)N‖2
2) = 0 and‖(vop)N‖2

2) = 0, such that (2.37) holds and all the energy is dissi-

pated. If only part of the data packets are dropped, the effective inequality described by

(2.45) serves as a lower bound≥ 0; hence dropped data packets do not violate (2.37).

[119, Proposition 2] is too broad in stating that the communication channel is passive in

spite of variable time delays when only the transmission of one data packet per sample

period occurs. For instance, a simple counter example is to assumep(i) = i, then

(2.45) will not hold ifN‖(uop)1‖2
2 > (‖(uop)N‖2

2 +‖(voc)N‖2
2). Clearly other variations
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can be given such thatp(i) eventually becomes fixed and never changes after sending

old duplicate samples, and still (2.37) will not hold. Therefore, we state the following

lemma:

Lemma 3 The discrete time varying delaysp(i), c(i) can vary arbitrarily as long as

(2.45) holds. Thus, the main assumption (2.37) for Theorem 4will hold if:

1. Duplicate transmissions are dropped at the receivers. This can be accomplished

by transmitting the tuple (i,uop(i)), if i ∈ { the set of received indexes} then set

uoc(i) = 0.

2. we drop received data in order that (2.45) holds. This requires us to track the

current energy storage in the communication channel.

Note 2 Examples of similar energy-storage audits as stated in Lemma 3-2 are given

in [102, Section IV] which does not use wave-variables, and in [91] which is for the

continuous time case.

2.3.1 Passive DiscreteLTI System Synthesis

In [20], using dissipative theory and a longer proof than we will provide, it was

shown how to synthesize a discrete passive plant from a linear time invariant (LTI)

plant. The advantage of the observer described in [20] is that it does not require a

measurement of the integrated output of the passive plant. However, if one is concerned

with controlling the integrated output such as position, one will probably have this

measurement as well as the corresponding passive output such as velocity. We will

also show how an observer, based on the integrated output measurement can still be

used. Such an observer maintains passivity and eliminates the need to directly measure
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the actual passive output such as the velocity. The proof forthe observer will follow a

similar proof in [21].

A passive continuous timeLTI system,H(s), which is described by the following

state space representation{A ∈ Rn×n,B ∈ Rn×p,C ∈ Rp×n,D ∈ Rp×p} is cascaded

in series with a diagonal matrix of integrators,HI(s), described by

{AI = 0,BI = I,CI = I,DI = 0}. The combined system,Ho(s) = H(s)HI(s), is

described by{Ao,Bo,Co}. Where

Ao =







A 0

C 0






∈ R

(n+p)×(n+p) (2.47)

Bo =







B

D






∈ R

(n+p)×p (2.48)

Co =

[

0 I

]

∈ R
p×(n+p) (2.49)

Applying a zero-order-hold and an ideal sampler, the systemis described by [34]

x(k + 1) = Φox(k) + Γou(k)

p(k) = Cox(k) (2.50)

in which

Φo = eAoT

Γo =

∫ T

0

eAoηdηBo (2.51)

.
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Proposition 1 A passive continuous time LTI system,H(s), can be converted to a dis-

crete passive LTI system,Gp(z) at a sample rateT in which the discrete state equations

are

x(k + 1) = Φox(k) + Γou(k)

y(k) = Cpx(k) + Dpu(k) (2.52)

in whichCp = Co(Φo − I), andDp = CoΓo.

Proof 7 From Definition 4 it is a simple exercise to compute the passive outputy(k) =

p(k + 1) − p(k) as follows

x(k + 1) = Φox(k) + Γou(k)

y(k) = Co(Φo − I)x(k) + CoΓou(k) (2.53)

henceCp = Co(Φo − I), andDp = CoΓo which completes the proof.

Using Proposition 1 and Theorem 2 the following corollary can be shown:

Corollary 2 Given a positive definite matrixKx > 0 and discrete passive system de-

scribed by (2.52), the system

x(k + 1) = Φspx(k) + Γspu(k)

y(k) = Cspx(k) + Dspu(k) (2.54)

34



is strictly-output passive. Here

Φsp = Φo − ΓoKx(I + DpKx)
−1Cp

Γsp = Γo(I− Kx(I + DpKx)
−1Dp)

Csp = (I + DpKx)
−1Cp

Dsp = (I + DpKx)
−1Dp (2.55)

With our discretestrictly-output passivesystem we can scale the gain so that its steady

state gain matches thestrictly-output passivecontinuous systems steady state gain.

Corollary 3 Given a diagonal matrixKs > 0 and discrete strictly-output passive sys-

tem described by (2.54), the following system is strictly-output passive

x(k + 1) = Φspx(k) + Γspu(k)

y(k) = KsCspx(k) + KsDspu(k) (2.56)

in which each diagonal element

ks(i) =















yc(i)/yd(i)∀i ∈ {1, . . . , p} if yc(i) andyd(i) 6= 0;

1
T

otherwise

(2.57)

The vectorsyc/yd correspond to the respective steady state continuous/discrete output

of a strictly-output passive plant given a unit step input. These vectors can be computed

as follows:

yc = (−CcAc
−1Bc + Dc)1

yd = Hsp(z = 1)1, Hsp(z) = Csp(zI −Φsp)−1Γsp + Dsp (2.58)
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where

Gx = I + DKx

Cc = Gx
−1C

Dc = Gx
−1D

Ac = A −BKxCc

Bc = B(I− KxDc) (2.59)

Next, the following corollary provides a method to computeuop(k), fop(k) givenrop, vop, b.

We can also synthesize the digital controller from a continuous model using theIPES

with ZOH as well, so an additional corollary will show how to computevoc(k), eoc(k)

givenuoc(k), roc(k).

Corollary 4 The following state equation describes the relationship between the inputs

rop, vop and scattering gainb to the outputsuop(k), fop(k).

x(k + 1) = Φefx(k) + Γef (
√

2bvop(k) + rop(k))

fop(k) = Cefx(k) + Def (
√

2bvop(k) + rop(k))

uop(k) =
√

2bfop(k) − vop(k) (2.60)
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Here

G = I + bKsDsp

Cef = G−1KsCsp

Def = G−1KsDsp

Φef = Φsp − bΓspCef

Γef = Γsp(I − bDef ) (2.61)

Corollary 5 The following state equation describes the relationship between the inputs

roc, uoc and scattering gainb to the outputsvoc(k), eoc(k).

x(k + 1) = Φfex(k) + Γfe(

√

2

b
uoc(k) + roc(k))

eoc(k) = Cfex(k) + Dfe(

√

2

b
uoc(k) + roc(k))

voc(k) = uoc(k) −
√

2

b
eoc(k) (2.62)

Where

G1 = I +
1

b
KsDsp

Cfe = G1
−1KsCsp

Dfe = G1
−1KsDsp

Φfe = Φsp − 1

b
ΓspCfe

Γfe = Γsp(I − 1

b
Dfe) (2.63)

In order to prove that a state observer can be used in astrictly-input passivemanner, we

require the following lemma.
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Lemma 4 [135] The discrete LTI system (2.52) is strictly-input passive (strictly-positive

real(SPR)) if and only if there exists a symmetric positive definite matrixP that satisfies

the following LMI:







Φo
TPΦo − P (Γo

TPΦo −KsCp)T

Γo
TPΦo −KsCp −(KsDp + Dp

TKs
T − Γo

TPΓo)






< 0 (2.64)

Note 3 Therefore by Theorem 3-(II,III) any continuous strictly-input passive or strictly-

output passive LTI system which is sampled and actuated by anIPESH will satisfy

(2.64).

Note 4 We also addedKs in order to show that any positive diagonal matrix can be

used to scale the outputy(k) as is done with our observer described by (2.65).

We now propose the following state observer, based on the sampled integrated output of

thestrictly-input passiveor strictly-output passiveplant and the corresponding output

estimatêy(k):

x̂(k + 1) = Φox̂(k) + Γou(k) − Ke(p̂(k) − p(k))

p̂(k) = Cox̂(k)

ŷ(k) = KsCpx̂(k) + KsDpu(k) (2.65)

This observer is similar to the observer proposed in [21] except that it is based on the

sampled integrated output, and our focus is on how the observer applies tostrictly-input

passiveplants. Defining the error in the state estimate ase(k)
△
= x̂(k) − x(k) and the
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augmented observer state vector asxob(k)
△
= [x(k), e(k)] the system dynamics are

xob(k + 1) = Φobxob(k) + Γobu(k)

ŷ(k) = KsCobxob(k) + KsDpu(k) (2.66)

where

Φob =







Φo 0

0 Φo − KeCo







Γob =







Γo

0







Cob =

[

Cp Cp

]

(2.67)

Proposition 2 If the sampled LTI system is strictly-input passive or strictly-output pas-

sive andKe is chosen so that the eigenvalues ofΦo − KeCo are inside the unit circle

the observer described by (2.65) is both strictly-input passive with finitel2-gain and

strictly-output passive.

Proof 8 First by choosing the eigenvalues to be inside the unit circle there exist two

matricesQ2 > 0 andPo > 0 such that the following Lyapunov inequality is satisfied

−Q2 = (Φo − KeCo)
TPo(Φo − KeCo) < 0 (2.68)

In order to satisfy the requirements of Lemma 4 we consider the following symmetric

positive definite matrix

Pob =







P 0

0 µPo






> 0 (2.69)
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and show that there exists aµ > 0 that satisfies (2.73). Note the following inequalities

hold from our original strictly-input passive system.

−Q1 = Φo
TPΦo − P < 0

−Q3 = −(KsDp + Dp
TKs

T − Γob
TPobΓob)

= −(KsDp + Dp
TKs

T − Γo
TPΓo) < 0 (2.70)

To simplify the expression we define

C1

△
= Γo

TPΦo −KsCp (2.71)

Therefore the proposed strictly-input passive system described by (2.66) has to satisfy













Q1 0 −CT

1

0 µQ2 −Cp
TKs

T

−C1 −KsCp Q3













> 0 (2.72)

Using a similarity transformation, (2.72) is equivalent to













Q1 −CT

1 0

−C1 Q3 −KsCp

0 −Cp
TKs

T µQ2













> 0 (2.73)

The following upper block matrix,O, satisfies (2.64) due to Proposition 1, Theorem 3-

(II,III), and Lemma 4.

O =







Q1 −CT

1

−C1 Q3






> 0 (2.74)
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SinceO > 0, andQ2 > 0, then from using Proposition 8.2.3-v in [14] which is based

on the Schur Complement Theory we need to show that

O > 0, and (2.75)

µQ2 −
[

0 −Cp
TKs

T

]

O−1







0

−KsCp






> 0

µQ2 −Cp
TKs

TO−1KsCp > 0 (2.76)

Thus denotingλm(·)/λM(·) as the minimum/maximum eigenvalues for a matrix, noting

that the similarity transform ofQ2 = P2Λ2P2
T, and definingM

△
= Cp

TKs
TO−1KsCp,

µ needs to satisfy

µ >
λM(P2

T(M + MT)P2)

2λm(Q2)
(2.77)

Thereforeµ exists and satisfies (2.73) which completes the proof.

Note that the proof given in [21] only showssufficiencyfor passivesystems and im-

plicitly assumes that the discrete sampled plant isstrictly-input passive. Furthermore,

the results there can not be applied to our desired design of an observer which uses the

integrated output of astrictly-input passiveor strictly-output passiveplant.

Since we are using the observer on continuousLTI systems which are eitherstrictly-

input passivewith finite L2-gain, or strictly-output passiveand the corresponding dis-

crete observer is bothstrictly-input passivewith finite l2-gain andstrictly-output pas-

sive we can simplify our implementation by setting the feedback gain Kp = 0 in

Fig. 2.6. We note thatKp may still be helpful in converting a continuous passive signal

into a discretestrictly-output passivesignal with an observer, however we found the

analysis to be quite difficult. Similar to Corollary 4, we present Corollary 6 as it applies

to using an observer of astrictly-output passiveplant.
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Corollary 6 If using an observer for either a LTI system which is strictly-input pas-

sive with finite gain or is strictly-output passive, the following state equations de-

scribe the relationship between the inputsrop, vop and scattering gainb to the outputs

ûop(k), f̂op(k).

x̂(k + 1) = Φefox̂(k) + Γefo(
√

2bvop(k) + rop(k)) + Kep(k)

f̂op(k) = Cefox̂(k) + Defo(
√

2bvop(k) + rop(k))

ûop(k) =
√

2bf̂op(k) − vop(k) (2.78)

where

G = I + bKsDp

Cefo = G−1KsCp

Defo = G−1KsDp

Φefo = Φo −KeCo − bΓoCefo

Γefo = Γo(I − bDefo) (2.79)

Note that Corollary 6 describes a standard observer not connected to a wave junction

whenb = 0. See Appendix A.2 for detailed equations related to simulating such an

actual observer.

Corollary 7 If using an observer for either a LTI system which is strictly-input pas-

sive with finite gain or is strictly-output passive, the following state equations de-

scribe the relationship between the inputsroc, uoc and scattering gainb to the outputs
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v̂oc(k), êoc(k).

x̂(k + 1) = Φfeox̂(k) + Γfeo(

√

2

b
uoc(k) + roc(k)) + Kep(k)

êoc(k) = Cfeox̂(k) + Dfeo(

√

2

b
uoc(k) + roc(k))

v̂oc(k) = uoc(k) −
√

2

b
êoc(k) (2.80)

where

G1 = I +
1

b
KsDp

Cfeo = G1
−1KsCp

Dfeo = G1
−1KsDp

Φfeo = Φo − KeCo −
1

b
ΓoCfeo

Γfeo = Γo(I −
1

b
Dfeo) (2.81)

See Appendix A.2 for detailed equations related to simulating such an actual observer.

2.3.2 Stable Control With A Cooperative Scheduler

SOSis an operating system for embedded devices with wireless transceivers such

as the Berkeley motes.SOSuses a high priority and low priority queues with timers

which signal a task through the queue in order to implement the soft real time scheduler

(note that most other operating systems such asTinyOSwhich use just a single FIFO

message queue could be used to notify the control task as well) [44]. For simplicity we

will use SOSto discuss one possible implementation for ourl2-stablecontrol system

illustrated in Fig. 2.6. The following is an outline for a suitable device driver:
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1. Provide an interface for the controller to register a function to enable the device

driver to senduop(i) to. Also allow the controller to specify a desired sample time

T , wave impedanceb, andKp (noteKp does not need to be a matrix, it could be a

scalar to modify all parts offop(i) equally. Note that the driver will buffervoc(i)

while the controller will bufferuop(i).

2. Provide an interface for the controller to send outgoingvoc(i) to.

3. Calculatefop(i) based on theIPESgiven in Definition 4-I,II.

4. Calculate the correspondinguop(i), andedoc(i) based on the bufferedvoc(i), the

servicing of the buffer is where thevop(i−c(i)) delay comes in effect. Since data

can be popped directly from the buffer, we do not need to worryabout counting

duplicate data. For simplicity if the buffer begins to get full we can safely drop

data.

5. With the newedoc(i) andfop(i), calculateep(i) = −edoc(i)−Kpfop(i) and apply

to ZOH.

The controller, is notified by the driver through the high-priority queue and imple-

ments the right side of Fig. 2.6. Note that the lower-priority queue can be used for

more time-consuming tasks, such as changing control parameters and loading new

modules. This may cause temporary delays, butl2-stability will be maintained. Note

that old data does not have to be simply dropped (which satisfies Lemma 2) in or-

der for the system to recover from these longer periodic delays. Using Lemma 3-2

we can calculate the two-norm of allM , in which i = 0, 1, ..., M − 1 of the non-

processed inputss(uop, M) = ‖uop(i)‖2 and multiply it by the sign of the sum of

the non-processed inputssn(uop, M) = sgn(
∑M−1

i=0 uop(i)) such that the input for

uoc(i) = sn(uop, M)s(uop, M). This will improve tracking and highlights why we split
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the buffers appropriately. The driver can do a similar calculation in order to calculate

vop(i).

2.4 Simulation

We shall control a motor with an ideal current source, which will allow us to neglect

the effects of the motor inductance and resistance for simplicity. The fact that the cur-

rent source is non-ideal, leads to a non-passive relationship between the desired motor

current and motor velocity [121]. There are ways to address this problem using passive

control techniques by controlling the motors velocity indirectly with a switched volt-

age source and a minimum phase current feedback technique [64], and more recently

incorporating the motors back voltage measurement which provides an exact tracking

error dynamics passive output feedback controller [65].

The motor is characterized by its torque constant,Km > 0, back-emf constantKe,

rotor inertia,Jm > 0, and damping coefficientBm > 0. The dynamics are described by

ω̇ = −Bm

Jm

ω +
Km

Jm

i (2.82)

and are in a (strictly) positive real form which is a necessary and sufficient condition

for (strict input) passivity [133, Section V.A.2)] [135, Defintion 1]. We choose to use

the passive “proportional-derivative” controller described by (2.7) and defineτ = B
K

in

order to factor outK and yield

KPD(s) = K
τs + 1

s
(2.83)

Using loop-shaping techniques we chooseτ = Jm

Bm
and chooseK = Jmπ

10KmT
. This will

provide a reasonable crossover frequency at roughly a tenththe Nyquist frequency and
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Figure 2.7. Bode plot depicting crossover frequency for baseline plant with
observer and controller.

maintain a 90 degree phase margin. We choose to use the same motor parameter values

given in [65] in whichKm = 49.13 (mV×rad×sec),Jm = 7.95×10−3 (kg×m2), and

Bm = 41(µN × sec/meter). With T = .05 seconds, we use Corollary 5 to synthesize a

strictly-output passivecontroller from our continuous model (2.83), and Corollary6 to

implement the observer. We also use Corollary 3 in order to compute the appropriate

gains for both the controllerKsc
= 1 and thestrictly-output passiveplantKsp

= 20.

Note that arbitrarily choosingKsc
= 1

T
= 20 would have led to a incorrectly scaled

system in which the crossover frequency would essentially equal the Nyquist frequency

(only because a zero exists extremely close to−1 in the z-plane). Fig. 2.7, Fig. 2.8, and

Fig. 2.9 indicates that our baseline system performs as expected. We chose
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Figure 2.8. Nyquist plot for the continuous plant (solid line) and the
synthesized discrete counterpart (solid dots) with observer.

47



−200 0 200 400 600 800 1000 1200
−500

−400

−300

−200

−100

0

100

200

300

400

500

Real Axis

Im
ag

in
ar

y 
A

xi
s

Figure 2.9. Nyquist plot for the continuous controller (solid line) and the
synthesized discrete counterpart (solid dots).
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Ke = [16.193271, 1.799768]T for our observer in which the poles are equal to a tenth

of the poles of the discretepassiveplant synthesized by Proposition 1, this by definition

forces all the poles inside the unit circle. Since the plant is strictly-output passivewe

choseKp = 0. For the controller we choseKc = 0.001 in order to make itstrictly-

output passive. Fig. 2.10 shows the step response to a desired position set-point θd(k)

which generates an approximate velocity reference forroc(z) = −Ht(z)θd(z). Ht(z) is

a zero-order hold equivalent ofHt(s), in whichωtraj = 2π andζ = .9.

Ht(s) =
ω2

trajs

s2 + 2ζωtraj + ω2
traj

(2.84)

Note, that it is important to use a second order filter in orderto achieve near per-

fect tracking, a first order filter resulted in significant steady state position errors for

relatively slow trajectories. Finally in Fig. 2.11 we see that the proposed control net-

work maintains similar performance as the baseline system.Note that by increasing

b = 5 significantly reduced the overshoot caused by a half second delay (triangles

b = 1/squaresb = 5). Also note that even a two second delay (large circlesb = 5)

results in only a delayed response nearly identical to the baseline system.

2.5 The Study of Interconnected Passive Systems Using Wave Variables.

One apparent limitation with the use of wave variables in control theory is that typ-

ically they are connected in a series configuration in order to preservepassivemapping

(i.e. Figure 2.6). Yet there do exist other ways to interconnect wave variables forLTI

systems as is done with the design of wave digital filters [32]. The manner in which

wave ports are interconnected in order to realize a digital filter is done differently than

is done in control implementations. For example in Figure 2.6 the wavesuop anduoc

are each computed in a manner similar to a voltageincidentwave (a), and the waves
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Figure 2.12. Thepower junction.

vop andvoc are each computed in a manner similar to a voltagereflectivewave (b) [32].

For wave digital filters a voltageincidentwaves can be thought of as a wave traveling

into a two port junction, likewise areflectivewave travels out of a two port junction.

When interconnecting two port elements for a wave digital filter, a voltageincident

wave should connect to a voltagereflectivewave or vice-versa [32, Section IV-A-2)]. If

we denoteuop andvoc as areflectivewaves (with outgoing arrows) and denoteuoc and

vop asincidentwaves (with incoming arrows), then the interconnection rules appear to

be in agreement. Clearly, if we can straighten out these differences, then we can discuss

various wave interconnections, such as series and paralleladaptors, etc. For example

theunit elementcan be used to represent identical fixed delaysp = c, and thequasi-

reciprocal line(QUARL) can represent different fixed delays such thatp 6= c [32, Table

2]. In this remaining discussion, we continue to use the samedefinitions for wave

variables as provided by [90] (i.e. (2.4), (2.5)). From the extensive literature search we

have done in this area, we have yet to see wave variables connected as follows:
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Figure 2.13. An example of apower junctioncontrol network.

Definition 5 A “power junction” is implemented as follows (see Figure 2.12): n sys-

tems with the corresponding wave variable pairs(u1, v1), (u2, v2), . . . , (un, vn) are in-

terconnected such that the(u1, v1) pair is a corresponding (power output, power input)

pair and the remaining(uk, vk), k ∈ {2, . . . , n} are (power input, power output) pairs.

The power junction is passive and lossless as long as

(u2
1 − v2

1) =

n
∑

k=2

(u2
k − v2

k) (2.85)

always holds. The following is sufficient to satisfy (2.85):

u2
1 =

n
∑

k=2

u2
k (2.86)

v2
1 =

n
∑

k=2

v2
k
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Note 5 Clearly this can be generalized to the case for vectors, and for having more

than one pair of wave variables directed in an opposite direction as the remaining

pairs. There are numerous ways such a “power junction” can beimplemented, for

example:

1. Let there be one controllerG1 with the corresponding wave variables(u1, v1) in

whichv1 is the control output, andu1 represents the “weighted” feedback from the

remainingn − 1 plantsGk, k ∈ {2, . . . , n}.

2. Each plantGk has the corresponding wave variables(uk, vk) in whichuk is the cor-

responding plant sensor output andvk is the corresponding “distributed” command

from the controller to each individual plant (see Figure 2.13).

3. A basic “average” power distribution can be implemented as follows:

vk =
v1√
n − 1

(2.87)

u1 = sgn(
n

∑

k=2

uk)

√

√

√

√

n
∑

k=2

u2
k

2.6 Conclusions

We have presented a theory to design a digital control network which maintains

l2 − stability in spite of time varying delays caused by cooperative schedulers. We

presented a fairly complete, and neededl2 stability analysis, in particular the results

in Theorem 1, and Theorem 2 (for the discrete-time case) appeared to be lacking from

the open literature and were necessary in order to complete our proof. The other new

results (not available in the open literature) which led to al2-stablecontroller design

are as follows:
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1. Theorem 3-I is an improvement which captures allpassivesystems (not just

PCH) systems.

2. Theorem 3-II, and Theorem 3-III are completely original (the latter forced us to

require that the driver had to implement the additional feedback (Kp) calculation

to obtain passivity for the nonlinear case).

3. Corollary 1 allows us to setKp = 0 if the continuousLTI plant is eitherstrictly-

input passiveor strictly-output passive.

4. Theorem 4 is a new and general theorem to interconnect continuous nonlinear

passive plants which we hope will lead to more elaborate networks interconnected

in the discrete time domain. Theorem 5 is also new, in which noknowledge of

the energy storage function is required to show stability ofthe network.

5. Proposition 1 shows how to synthesize a discretepassive LTIsystem from a con-

tinuous one.

6. Corollary 2 and Corollary 3 show how to respectively make the discretepassive

plantstrictly-output passive(strictly-positive real) and scale the output so that it

will match the steady state output for its continuous counterpart.

7. Corollary 4 and Corollary 5 show how to implement thestrictly-output passive

network depicted in Fig. 2.6.

8. Proposition 2 shows how to implement a discretestrictly-output passive LTIob-

server for either astrictly-input passiveor strictly-output passivecontinuousLTI

system.

9. Corollary 6 and Corollary 7 show how to implement the observer when attached

to a scattering junction.
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10. The “power junction” (Definition 5) paves a new way to create different control

networks which consist of wave variables.

Theorem 2 allows us to directly designlow-sensitivity strictly-output passivecon-

trollers using thewave-digital filtersdescribed in [32].

56



CHAPTER 3

WIRELESS CONTROL SYSTEMS SUBJECT TO ACTUATOR CONSTRAINTS

Wireless communication systems are subject to many additional disturbances which

traditional wired communication systems are just not exposed to. Wireless systems

have to contend with random fading channels due to changes inthe environment such

as interference, rain, heat, and absorbing objects crossing their communication path.

These time varying changes in the channel influence the data capacity of the network.

If a controller is sending data at a rate which exceeds the capacity of the channel, then

either large delays will occur in the transmission of the data and/or data will have to

be dropped in order to not exceed the data capacity of the channel. In order to design

wnecswhich can tolerate random communication dropouts, in one approach [108, 110]

use results presented in the literature related to the control of linear systems whose state

equations vary randomly [55] and can be described by a Markovian jump linear system

(MJLS) [49, 50]. The random communication dropouts in a feedback control system are

captured byMJLSwhich are further described in Appendix B.1. Section 3.1 provides

a motivating example which contains new results showing howa discrete mean square

stable control system of a continuous first order plant in which the pole is strictly in the

right half plane and subject to independent Bernoulli data drop outs will be destabilized

when subject to input actuator saturation. Furthermore, itshows that if the single pole of

the plant is not in the right half plane, then stability can bemaintained inspite of actuator
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saturation. These results lead to our justification for the need to developwnecsin which

the hierarchical design is such that the network is composedof stable subcomponents.

Thel2-stablenetworks presented in Chapter 2 can tolerate both time varying delays

and data drop outs. However, memoryless input nonlinearities such as actuator satura-

tion can eliminate the desiredpassivityproperties of a given plant. In [15] it is shown

how to use a nonlinear controller to compensate for a large class of memoryless input

nonlinearitiesσ(·) such as actuator saturation. The nonlinear controllerβ(·) can then

be integrated in to linear controller-plant systems such that the net system is Lyapunov

stable if the linear controller and plant are both positive real. Furthermore the system

will be globally asymptotically stable if the linear controller and plant are both strictly

positive real. This technique has been extended to apply to systems consisting of either

continuous time or discrete time networks in which the controller-plant system con-

sists of apassiveandexponentially passivepair [41, 42]. In order to isolate the plant

from the controller as we did in Chapter 2 and indicated in Figure 2.6 we show how

to locate the nonlinear controllerβ(·) at the output of the plant and prove that itrecov-

ers the passivitylost due toσ(·). The modified control network withβ(·) is shown in

Figure 3.7.

Section 3.2 begins with the presentation of a new Theorem 6 showing how input

saturation eliminates thepassiveinput-output mapping we desire. In Section 3.2.1 our

discussion continuous with the review that output saturation and othersector[0,∞)

nonlinearities do not eliminate thepassiveinput-output mapping for certain classes of

continuousLTI passivesystems. Section 3.2.2 we introduce theinner-product recovery

block(IPRB) which we show how it recovers the inner-product mapping which was lost

due to the memoryless nonlinearity. Furthermore we providethe new important Theo-

rem 9 showing howIPRBrecoverspassivity, strictly-output passivity, andstrictly-input

58



passivityfor various memoryless input nonlinearities. Section 3.2.3 provides the neces-

sary new corollaries and figures which show how theIPRBis effectively integrated with

theIPESHblocks used for thel2-stabledigital control networks which we are studying.

Which leads us to the final Section 3.2.4 which shows al2-stabledigital control net-

work subject to memoryless input nonlinearities and provides the corresponding new

theorem and proof.

3.1 Markovian Jump Linear Systems Subject to Actuator Saturation.

There are no results in the literature relating stochastic stability for MJLSwhen the

actuators saturate. We shall focus our discussion on designing a control law for a first

order discreteMJLSwhich is subject to independent Bernoulli dropouts from a wireless

sensor. We will first analyze a system which is not subject to actuator saturation and

then complete our discussion when the actuator saturates. Our continuous plant has the

following form:

ẋ = ax + bu (3.1)

y = cx

Using a zero order hold and an ideal sampler the discrete equivalent plant, sampled at a

rateT seconds, has the following form:

xk+1 = adxk + bduk (3.2)

yk = cxk
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The scalarsad andbd have the following form:

ad = eaT (3.3)

bd = b

T
∫

0

easds =
b

a
(eaT − 1)

We propose the following control law:

uk =















Ka
yk

c
, if yk successfully received by controller,

0, otherwise.

(3.4)

Assumeyk has a probabilityp of being successfully received at the controller. Define

K = Kabd. We can now describe the controlled system in terms of the discrete Markov

staterk ∈ {1, 2} with the following form

xk+1 = adxk + Kδ(rk − 1)xk (3.5)

in which rk = 1 for a successfully received message andrk = 0 otherwise. In order to

evaluate the average stability of the system we state the following definition for systems

which can be described by a scalar statex.

Definition 6 [55, Definition IIIm] Lyapunov stability of themth mean (LSMM)

The equilibrium solution is said to possess stability of themth mean if givenǫ > 0,

there existsδ(ǫ, ko) such that|xo| < δ implies

E{|x(k; xo, ko)|m} < ǫ, ∀k (3.6)
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To emphasize the importance of taking the absolute value ofx in the expectation we

state the following definition.

Definition 7 Weak Lyapunov stability of the mean (WLSM)

The equilibrium solution is said to possess stability of themean if givenǫ > 0, there

existsδ(ǫ, ko) such that|xo| < δ implies

−ǫ < E{x(k; xo, ko)} < ǫ, ∀k (3.7)

We will show that a component of the probability density function of x can not be

eliminated with a controller when actuator saturation is present and the plant isanti-

stable(ad > 1 or a > 0). As a resultLSMM is not achievable for a first orderanti-

stablelinear time invariant system subject to actuator saturation. Using the notations

µk = E{x(k)}, the mean of the system can be described by the following difference

equation

µk+1 = (ad + pK)µk (3.8)

Note thepK term results due to the independence ofK from the statex(k) since the

feedback channel is modeled as an independent Bernoulli channel in which each trans-

mission from the sensor has a probabilityp of successfully transmitting a message to

the controller. From (3.8) a necessary and sufficient condition for WLSMis

|ad + pK| < 1 (3.9)

Furthermore the allowable control gain range forK is in the following bounds given by

(3.10), note how the allowable range forK increases asp drops.

−(1 + ad)

p
< K <

1 − ad

p
(3.10)
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It is interesting to note that a uniqueK exists to achieveWLSMa system for all0 <

p ≤ 1 and any finitexo. Yet, it doesn’t imply that the statex converges to zero. For

example, the probabilistic dead-beat controller, whenK = −ad

p
, will drive the statex

further away from the origin ifp < 1
2

andxo > 0; furthermore, ifad > 1 the state

|x(k)| → ∞ ask → ∞. Next we discuss the limiting effects of actuator saturation

for our first order system. We show that the controllability region becomes bounded or

equivalently if the state|x| > | umax

(1−ad)
| andad > 1 then the system (3.5) is uncontrollable

and|x(k)| → ∞.

Most systems have finite actuator authority. We can show directly that a stable

system can be safely controlled when the actuator saturatesas long as the actuator has

some finite authority. For stable systems, in whichad < 1 and the actuator has a control

range−umax ≤ u ≤ umax, if K = −ad then anyumax > 0 will stabilize the system

provided that we hold the control outputu for jT seconds such that the following

equality holds.

(ad + K)xk = aj
dxk + (

j−1
∑

i=0

ai
d)u (3.11)

We are now converging at a different rate when the actuator saturates because we are

re-defining the time interval between eachT sample to vary at a ratejT in which j

is the minimum integer required to obtain au in which |u| < umax. To simplify the

discussion, a dead-beat controller is one in which the controller can drive the state of

the plant to0 in one time step in this first order system. For this system, the dead-beat

controller is whenK = −ad. Note our bounds shown in (3.10) show that a dead-beat

controller is always stable ifad ≤ 1. Whenad > 1 the mean stability is dependent onp;

however, for deterministic systems this is always a stable gain with the maximum gain

margin. As such, we can solve for a minimal fixedu capable of driving the state to0 in
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j steps by solving (3.11) in whichK = −ad.

u =
−aj

dxo
∑j−1

i=0 ai
d

=















−(1−a)aj
d

1−a
j
d

xo, if ad 6= 1;

−xo

j
, if ad = 1.

(3.12)

From (3.12) we now can readily make the following conclusions in regards to the closed

loop stability of these systems with saturation. If the system is stable (ad < 1) or semi-

stable(ad = 1), then a fixed|u| > 0 for a finite j exists such that the system can be

driven to0 for anyxo. This is shown by solving the limit ofj → ∞ for the cases shown

to solveu in (3.12). Whenad = 1 it can be easily shown that the lower bound foru = 0

in the limit asj → ∞.

u lim
j→∞

=
−(1 − ad)a

j
d

1 − aj
d

xo

=
−(1 − ad)0

1 − 0
xo = 0xo = 0 if ad < 1 (3.13)

If the system isanti-stable(ad > 1), then the range for whichu can stabilize the system

for a finitej is if |u| > |(1−ad)xo| which is less restrictive than the dead-beat controller

which would require|u| ≥ |adxo|. The proof is simply taking the limits for (3.12) as

j → ∞.

u lim
j→∞

=
−(1 − ad)a

j
d

1 − aj
d

xo

=
−(1 − ad)∞

1 −∞ xo = (1 − ad)xo if a > 1 (3.14)
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For systems with probabilistic drop outs we can no longer claim a controller can achieve

stability in the absolute mean if the initial system isanti-stable. For a first-orderanti-

stablesystem subject to actuator saturation if|xo| > | umax

(1−a)
| then the system is uncon-

trollable andx grows to∞. Hence the statistics related to the probability ofx 6= 0 will

be finite in the limit ask → ∞ which implies thatLSMM is impossible to achieve with

any controller. This is easily shown for the case with a dead-beat controller (K = −ad).

To be precise, we definexk = 0 if a saturated actuator can still drive the state to zero if

xk is successfully received over the Bernoulli channel. The probability density function

(pdf) which we denote asp(xk) has the following form:

p(xk) =















[1 − (1 − p)k]δ(xk) + (1 − p)kδ(xk − xoa
k
d) if 0 ≤ k ≤ kmax;

[1 − (1 − p)kmax ]δ(xk) + (1 − p)kmaxδ(xk − xoa
k
d) if k > kmax

(3.15)

kmax is the integer in which the uncompensated state will grow to apoint in which the

controller can not recover and is determined by (3.14). An uncompensated state will

continue to grow at the rateak
d until a successful feedback signal is received; hence,

kmax = ⌈ ln(umax)−ln(ad−1)
ln(ad)

⌉. To keep the statistics, and discussion simple in (3.15), we

assumed that the controller maintainsu = 0 once the state|xk| > | umax

(1−a)
|. In no way

does this assumption affect the conclusion, thatLSMM is impossible to attain with our

system. With (3.15) anymth moment can be computed such as the absolute mean

(m = 1).

E{|xk|} =















(1 − p)k|xo|ak
d if 1 ≥ k ≤ kmax;

(1 − p)kmax|xo|ak
d if k > kmax

(3.16)

Since |xo| > 0 implies kmax < ∞ which implies that in the limit ask → ∞ the

E{|xk|} = ∞. Furthermorethis unbounded component of the absolute mean will be
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present regardless of what controller is chosen. This implies that stability of the second

moment is impossible.

E{x2
k} =















(1 − p)kx2
oa

2k
d if 1 ≥ k ≤ kmax;

(1 − p)kmaxx2
oa

2k
d if k > kmax

(3.17)

The first part of (3.17) is identical for a non-saturated system, or a system in which

ad ≤ 1. Instead of deriving the first part of (3.17) from thepdf, we can derive it from

the following recursive equation:

E{x2
k+1} = E{(ad + K)2x2

k} = (a2
d + 2adpK + pK2)E{x2

k} (3.18)

= (a2
d + 2adpK + pK2)k+1E{x2

o}

= (a2
d + 2adpK + pK2)k+1x2

o

Equation (3.18) notes that convergence of the second mean ispossible iff|a2
d+2adpK+

pK2| < 1. Rewriting this inequality and solving for the limits for the acceptable range

of K which is possible to stabilize a system without saturation we find that0 < ad <
√

1
1−p

. The upper-limit is based on finding the zeros forK of the following inequality:

K2 + 2adK +
a2

d − 1

p
< 0 (3.19)

The solution for the zeros is of the following form:

Kz = −ad ±
√

1

p
[a2

d(p − 1) + 1] (3.20)

Equation (3.20) shows that the dead-beat controllerK = −ad will always be a viable

controller, and the only one possible in the limit forad. Furthermore we find that the
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dead-beat control gainK = −ad possesses the maximum gain margin which allows

us to have the most robust gain if there is uncertainty withad. Hence a necessary and

sufficient test for stabilizability of the absolute mean andsecond moment is to determine

if a dead-beat controller exists.

In summary, it is possible to safely control a first order stable andsemi-stablesystem

with i.i.d. Bernoulli drop outs and actuator saturation; however, it is impossible to

stabilize ananti-stablesystem with regards to the absolute mean and second moment.

A controllableLTI system which is subject to actuator saturation and isanti-stablehas

a null controllability regionC. C 6= Rn, but is a bounded convex open set containing

the origin [43]. A controllableLTI system subject to actuator saturation which issemi-

stablehas anull controllability regionC = ℜn [114]. A semi-stablesystem which is

discrete will have all poles inside and/or on the unit circle(note this allows duplicate

poles on the unit circle), in contrast to a discreteanti-stablesystem which will have all

poles outside the unit circle. Likewise, a continuoussemi-stablesystem will have all

poles on the imaginary axis and/or in the left-half of the complex plane, in contrast to

the continuousanti-stablesystem which has all poles in the right-half of the complex

plane [46]. For example, a mass issemi-stable.

These results suggest that it may be impossible to stabilizein the absolute mean

(m = 1) and second moment (m = 2) anyanti-stable LTIsystem which is controllable,

subject to actuator saturation that relies on feed-back over a Bernoulli channel. Fur-

thermore, these results suggest that a controller can stabilize in the absolute mean and

second moment any stable andsemi-stable LTIsystem which is controllable, subject to

actuator saturation and relies on feed-back over a Bernoulli channel.
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Figure 3.1. Actuator saturation depicted for either continuous time (t),
discrete time (i), or Laplace domain (s).

3.2 PassiveSystems Subject to Saturation

The input saturation block indicated in Figure 3.1 is a special type of actuator input

memoryless nonlinearityσ(u(x)) in which u(x) ∈ ℜm with componentsuj(x), j ∈

{1, . . . , m} which has the following form

usj
(x) =















kjuj(x), if |uj(x)| ≤ kjumaxj
(x)

kjumaxj
sgn(uj(x)), otherwise

(3.21)

in which each element can have separate linear gainkj and saturation levelkjumaxj
sgn(uj(x)).

For the discussionG(us(x)) can be thought as either linear or nonlinearpassivecon-

tinuous or discrete time mapping in whichx ∈ {i, t}, wherei is a discrete time index,

t represents continuous time. We denote〈u(x), y(x)〉X as either the continuous time

(x = t, X = T ) inner-product or the discrete time (x = i, X = N) inner-product.

Theorem 6 If for a passive systemG(us(x)) which is subject to the input saturation

nonlinearity described by (3.21) and there exists any reachableu(x), y(x) waveform
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(sequence) in which any input-output pair(u(x), y(x)) satisfies

uT

sJ
(t)yJ(t) = ǫ < 0, for anyt ∈ (0, T ], or (3.22)

uT

sJ
(i)yJ(i) = ǫ < 0, for anyi ∈ {1, . . . , N − 1} (3.23)

in whichusJ
is a vector containing one or more of the possiblej indexes which the cor-

responding product contributes a negative term toǫ and satisfies|usJ
(x)| = |kJumaxJ

(x)|,

then the continuous (or discrete) input-output mappingH : L2
e(U) → L2

e(Y ) (H :

l2e(U) → l2e(Y )) is not passive. If no such reachable waveform (sequence) exists which

satisfies (3.22) ((3.23)) the input-output mappingH is passive.

Proof 9 Assume that (3.22) (or (3.23)) condition exists, and we input a waveform

(sequence)u(x) such that|uj(x)| ≤ kjumaxj
(x) is always satisfied up to timeT −

δt, lim δt → 0 (index(N − 1) − 1), therefore,

〈u(t), y(t)〉T−δt = β(T − δt) ≥ −β(0) (3.24)

or

〈u(i), y(i)〉N−1 = β(N − 1) ≥ −β(0) (3.25)

and the final waveform (sequence) will satisfy (withα = 1)

〈u(t), y(t)〉T = αǫ + δtuT

sNJ
(T )yNJ(T ) + β(T − δt) ≥ −β(0) (3.26)

or

〈u(i), y(i)〉N = αǫ + uT

sNJ
(N − 1)yNJ(N − 1) + β(N − 1) ≥ −β(0) (3.27)
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in which theNJ notation is to account for parts of the vector which are not part of the

vectors denoted byJ . Therefore, there exists anα > 1 such that

α > −
(β(0) + β(T − δt) + δtuT

sNJ
(T )yNJ(T ))

ǫ
(3.28)

or

α > −
(β(0) + β(N − 1) + uT

sNJ
(N − 1)yNJ(N − 1))

ǫ
(3.29)

such that instead we chooseuJ(T ) = αkT

J umaxJ
(T ) (uJ(N − 1) = αkT

J umaxJ
(N − 1))

we will violate (3.26) (or (3.27)) which violates passivity. Likewise if no such sequence

exists then passivity is preserved.

Note 6 It was given as an exercise in [25, Exercise VI-4.7] to show how passivity is

lost for [0, k) sector input nonlinearities (Appendix B.2) when the passive plant has the

following formG(u(s)) = 1
1+qs

. Theorem 6 tells us that the passive plant with input

saturation nonlinearity insector [0, umaxk] will no longer be passive (Figure 3.2).

Note 7 One example of a passive system which maintains passivity when subject to

actuator saturation is a positive semi-definite gain block,G(u(x)) = Ku(x) in which

uT(x)G(u(x))u(x) = uT(x)Ku(x) ≥ 0, ∀u(x). Hence by Theorem 6 the net system

H is passive.

3.2.1 Input Saturation Typically Destroys Passivity WhileOutput Saturation Does

Not.

As we have seen, actuator input saturation can destroypassivityfor a large class of

passivesystems. However, when saturation occurs on the output of apassivesystem,

passivityhas been shown to be preserved forcertain cases.
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Figure 3.2. Simulation of a first order plantG(u(s)) = 1
s+1

with input
saturation insector[0,1].

Figure 3.3. First order (strictly)-positive realsystem subject to any
sector[0,∞) nonlinearity.
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Theorem 7 [25, Example VI.4.4] Consider the system shown in Figure 3.3; the input

of H is u and its output isy. We have

qṗ(t) + p(t) = u(t), p(0) = po (3.30)

y(t) = φ[p(t)] (3.31)

whereu, p, y : R+ → R and is continuous. Ifq ≥ 0 and ifφ ∈ sector [0,∞), thenH

is passive.

This important theorem provides us the justification to implement an integrator anti-

windup block on the output of our controller for example, andstill be able to maintain

a passive controller. Next we will provide the proof for Theorem 8 which was given as

an exercise [25, Exercise VI.4.8].

Theorem 8 Consider the m-input-m-output generalization of the system shown in Fig-

ure 3.3 and denoted asH : u 7→ y. LetP, Q ∈ Rm×m; p(t), u(t), y(t) ∈ Rm, and

Qṗ(t) + Pp(t) = u(t) (3.32)

y(t) = φ[p(t)] (3.33)

H is passive if:φ : Rm → Rm, is continuous with

φT[p(t)]Pp(t) ≥ 0, ∀p ∈ R
m (3.34)

and it is assumed further that

φ(p)TQ = [▽V (p)]T, ∀p ∈ R
m (3.35)
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whereV : Rm → R is in C1 andV (p) ≥ 0, ∀p ∈ Rm. Furthermore, for “noninter-

acting” nonlinearities, i.e., fori = 1, 2, . . . , m, φi(p) = fi(pi), and if eachfi is in the

sector[0,∞), then (3.34) and (3.35) are satisfied byP = Q = I in which

V (p) =

n
∑

i=1

∫

fi(pi)dpi (3.36)

.

Proof 10 In order to show passivity we solve the inner-product for thecombined system

H(u(t)).

〈H(u(t)), u(t)〉T = 〈φ[p(t)], Qṗ(t) + Pp(t)〉T

= 〈φ[p(t)], Qṗ(t)〉T + 〈φ[p(t)], P p(t)〉T (3.37)

Since〈φ[p(t)], P p(t)〉T ≥ 0 by the assumption given by (3.34) we can simplify (3.37)

to be

〈H(u(t)), u(t)〉T ≥ 〈φ[p(t)], Qṗ(t)〉T

≥
T

∫

0

φ[p(t)]TQṗ(t)dt (3.38)

≥
p(T )
∫

p(0)

[▽V (p)]Tdp (3.39)

in which (3.38) results from the assumption given by (3.34) and substitutingdp(t) =
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ṗ(t)dt. Finally from the gradient theorem (3.39) is simplified to

〈H(u(t)), u(t)〉T ≥ V (p(T )) − V (p(0))

≥ −V (p(0)) (3.40)

which is the definition of passivity and completes the first part of the proof. The solution

of (3.36) is a direct result of solving (3.35) and assumingφi(p) = fi(pi) in which

[▽V (p)]T = [
dV (p)

dp1
, . . . ,

dV (p)

dpm

] = [f1(p1), . . . , fm(pm)] (3.41)

.

3.2.2 TheInner-Product Recovery Block.

Figure 3.4 depicts how we prefer to implement the nonlinear controllerβ(u(x)) in-

troduced in [15]. Instead of depictingβ(u(x)) directly before the other controllerGc as

depicted in Figure B.1, we locateβ(u(x)) at the output of the plantG : σ(u(x)) 7→ p(x)

in order to explicitly look at the mapHp : u 7→ y. As indicated in Figure 3.4,β(u(x))

recovers the inner-product such that〈y(x), u(x)〉X = 〈p(x), σ(u(x))〉X, therefore, we

Figure 3.4. The nonlinear controllerβ(u(x)) recovers the inner-product lost
due to the memoryless nonlinearityσ(u(x)).
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shall refer toβ(u(x)) as theinner-product recovery block.

Lemma 5 Given the inner-product recovery blockβ(u(x)) described in Appendix B.2

and (B.7), using either an exact model or measurement of the memoryless nonlinearity

σ(u(x)). When using the inner-product recovery block as depicted inFigure 3.4, the

following will always be satisfied:

〈y(x), u(x)〉X = 〈p(x), σ(u(x))〉X (3.42)

Proof 11 The proof is straight forward using (B.9) to yield (3.45) and(B.8) to yield

(3.46).

〈y(x), u(x)〉X = 〈β(u(x))p(x), u(x)〉X (3.43)

= 〈p(x), β(u(x))Tu(x)〉X (3.44)

= 〈p(x), β(u(x))u(x)〉X (3.45)

= 〈p(x), σ(u(x))〉X (3.46)

Lemma 5 allows us to prove Theorem 9.

Theorem 9 Given the inner-product recovery blockβ(u(x)) described in Appendix B.2

and (B.7), using either an exact model or measurement of the memoryless nonlinearity

σ(u(x)). When using the inner-product recovery block as depicted inFigure 3.4, the

following can be said aboutHr : u(x) 7→ y(x) givenG : σ(u(x)) 7→ p(x).

I. If G is passive thenHr is passive.

II. If G is strictly-output passive thenHr is strictly-output passive ifσMAX(β(u))2 <

∞, ∀u ∈ Rm (Definition 17).
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III. If G is strictly-input passive thenHr is strictly-input passive if there exists aγ > 0

such thatσT(u)σ(u) ≥ γuTu, ∀u ∈ Rm.

Proof 12 Based on our assumptions, Lemma 5 shows that (3.42) will hold. Further-

more:

I. if G is passive then〈p(x), σ(u(x))〉X ≥ −β, substituting (3.42) yields

〈y(x), u(x)〉X ≥ −β (3.47)

which satisfies Definition 3 for passivity.

II. if G is strictly-output passive then〈p(x), σ(u(x))〉X ≥ ǫ‖(p(x))X‖2
2 − β, substi-

tuting (3.42) yields

〈y(x), u(x)〉X ≥ ǫ‖(p(x))X‖2
2 − β (3.48)

next, we solve for‖(y(x))X‖2
2

‖(y(x))X‖2
2 = ‖(β(u(x))p(x))X‖2

2

≤ σMAX(β(u))2‖(p(x))X‖2
2 (3.49)

and substitute (3.49) into (3.48) to yield

〈y(x), u(x)〉X ≥ ǫ

σMAX(β(u))2
‖(y(x))X‖2

2 − β (3.50)

which satisfies Definition 3 forHr to be strictly-output passive as long asσMAX(β(u))2 <

∞.
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III. if G is strictly-input passive then〈p(x), σ(u(x))〉X ≥ δ‖(σ(u(x)))X‖2
2 − β, sub-

stituting (3.42) yields

〈y(x), u(x)〉X ≥ δ‖(σ(u(x)))X‖2
2 − β (3.51)

next, our assumption thatσT(u)σ(u) ≥ γuTu, ∀u ∈ Rm implies that

‖(σ(u(x)))X‖2
2 ≥ γ‖(u(x))X‖2

2 (3.52)

and substitute (3.52) into (3.51) to yield

〈y(x), u(x)〉X ≥ δγ‖(u(x))X‖2
2 − β (3.53)

which satisfies Definition 3 forHr to be strictly-input passive.

Note 8 Theorem 9 is written from the least restrictive case to the most restrictive case

in terms of the memoryless nonlinearitiesσ(u) which can be tolerated. Theorem 9-I

can be applied to all types ofσ(u). Whereas Theorem 9-II can be applied to a slightly

smaller class of nonlinearities withinσ(u) such as those which typically have actuator

saturation. They can not include unbounded quadratic nonlinearities,σ(ui) = up
i , p ≥

2, p ≤ −1, however, quadratic nonlinearities can occur as long asσ(u) is linear or

saturates asu → ∞ for p ≥ 1, or a deadzone or linearity occurs at the origin when

p ≤ −1. Also, near the origin, relay nonlinearities can not be tolerated.

σ(ui) =















sgn(ui), |ui| > 0

0, ui = 0

(3.54)

Finally, Theorem 9-III does not include quadratic nonlinearities at the origin, or satura-
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tion nonlinearities. However, allsector[k1, k2] nonlinearities (Appendix B.2) in which

0 < k1 ≤ k2 or k1 ≤ k2 < 0, will preserve strictly-input passivity.

3.2.3 Implementing theInner-Product Recovery Blockwith theInner-Product Equiv-

alent Sample and Hold

By implementing the continuous timeinner-product recovery blockas depicted in

Figure 3.5 we can directly use Theorem 3 and Theorem 9 in orderto state the following

Corollary:

Corollary 8 Using the IPESH given in Definition 4 and the continuous time inner-

product recovery block as depicted in Figure 3.5, the following relationships can be

stated between the continuous one-port plant,G : σ(u(t)) 7→ p(t), and the discrete

transformed one-port plant,Hrd : u(i) 7→ y(i):

I. If G is passive thenHrd is passive for allσ(u).

II. If G is strictly-input passive thenHrd is strictly-input passive ifσMIN(β(u))2 >

0, ∀u ∈ Rm.

III. If G is strictly-output passive thenHrd is strictly-input passive ifσ(u) is asector[k1, k2]

nonlinearity such thatσMAX(β(u))2 = max(k2
1, k

2
2) < ∞.

Figure 3.5. Continuous timeinner-product recovery blockused withIPESH.
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Figure 3.6. Discrete timeinner-product recovery blockused withIPESH.

Note 9 See Appendix B.2 (Theorem 15 and Theorem 16) in order to fullyunderstand

whyσMAX(β(u))2 = max(k2
1, k

2
2).

Next, we note that by switching the order of theZOH and the memoryless nonlinearity

σ(·) is mathematically equivalent

σ(ZOH(u(i))) = σ(u(t)) = ZOH(σ(u(i))) (3.55)

as depicted in Figure 3.6.

Corollary 9 Using the IPESH given in Definition 4 and the discrete time inner-product

recovery block as depicted in Figure 3.6, the following relationships can be stated be-

tween the continuous one-port plant,G : σ(u(t)) 7→ p(t), and the discrete transformed

one-port plant,Hdr : u(i) 7→ y(i):

I. If G is passive thenHdr is passive for allσ(u).

II. If G is strictly-input passive thenHdr is strictly-input passive ifσMIN(β(u))2 >

0, ∀u ∈ R
m.

III. If G is strictly-output passive thenHdr is strictly-input passive ifσMIN(β(u))2 >

0, ∀u ∈ Rm.
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IV. If G is LTI and strictly-output passive thenHdr is strictly-output passive if the

sector[k1, k2] nonlinearity is such thatσMAX(β(u))2 = max(k2
1, k

2
2) < ∞.

3.2.4 l2-stableDigital Control Networks Subject to Memoryless Nonlinearities.

Theorem 10 The digital control network depicted in Figure 3.7 in which the passive

plant Gp is subject to memoryless nonlinearitiesσ(·) is strictly-output passive, which

is sufficient forl2-stability if

〈fop, edoc〉N ≥ 〈eoc, fopd〉N (3.56)

holds for allN ≥ 1.

Proof 13 Corollary 9-I shows that the mapping fromep(i) to fop(i) is passive for any

memoryless actuator nonlinearity associated with the plant. Since the mapping is now

passive, the strictly-output passivity andl2-stability follows from Theorem 4.

3.3 Conclusions

We began our discussion with a motivating example, showing how a common mem-

oryless input nonlinearity, actuator saturation:

1. makes it impossible to achieve stability of the absolute mean and second moment

for a first order system with a pole strictly in the right half plane (newSection 3.1),

2. makes it possible to achieve stability of the absolute mean and second moment for a

first order system with a pole not strictly in the right half plane (newSection 3.1),

3. eliminates thepassivemapping for a large class ofpassivesystems (newTheorem 6).
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Figure 3.7.l2-stabledigital control networks subject to memoryless
nonlinearities.

We continued our discussion noting that output saturation and other memorylesssector

[0,∞) nonlinearities do not necessarily eliminate apassivemapping. Theorem 14 is

reviewed as it relates to a first orderLTI strictly-positive realsystem. We then solve

an interesting exercise [25, Exercise VI.4.8] and provide acorresponding proof for

Theorem 15 as it relates to preservingpassivityfor certainLTI MIMO systems.

We then presented the followingnewresults:

1. Lemma 5 shows how theIPRB depicted in Figure 3.4 recovers the inner-product

mapping of either a continuous or discrete time system whichis lost due to a mem-

oryless nonlinearity,

2. Theorem 9 shows howpassivityis always recovered with anIPRB, however only

certain classes of memoryless nonlinearities will allow astrictly-output passiveor
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strictly-input passivemapping to be preserved,

3. Corollary 8 shows how theIPESH can be used with a continuous timeIPRB to

preservepassivity, and preserve astrictly-input passivemapping for certain classes

of memoryless nonlinearities, however a nonlinearstrictly-output passivemapping

will reduce to astrictly-input passivemapping

4. Corollary 9 is similar to Corollary 8, except that it relates to implementing theIPRB

in discrete time, and it notes that aLTI strictly-output passivemapping can be typ-

ically preserved, the key to such a simple realization is (3.55) and the carefully

designed system depicted in Figure 3.6,

5. Theorem 10, completes our discussion, showing how aIPRBcan be used in discrete

time to implement al2-stabledigital control network as depicted in Figure 3.7.
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CHAPTER 4

WIRELESS DIGITAL CONTROL OF CONTINUOUS PASSIVE PLANTS OVER

TOKEN RING NETWORKS

4.1 Introduction

Many papers are concerned with formalizing methods to determine optimum ways

to route messages from various sources to desired sinks. In Section 4.1.1 we provide a

brief summary of [134] which shows how classical optimal control techniques can be

used to determine an optimal static routing policy which minimizes energy consump-

tion. In Section 4.1.2 we discuss some more interesting papers which use feedback to

achieve higher network capacities [33, 72]. Section 4.1.3 discusses [77] which pro-

vides the ideal channel capacity required to maintain stability of a platoon ofd LTI

agents. Also, [28] is reviewed as it shows how to use feedbackto control uncooperative

users of networking resources. Unfortunately, most of these analysis are not concerned

with attempting to characterize or understand the effects of the delay of the information

transmitted in the network. In Section 4.1.4, we review two wirelessMAC protocols:

m-phase time division multiple access (TDMA), andALOHA. TDMA typically outper-

forms a random access protocol such asALOHA, however, for correlated flows such

as those under a constant bit rate source (CBR), ALOHA can obtain greater capacity

thanTDMA [138]. Also, in [139] the time varying delay statistics can be computed for

TDMA andALOHA MACs subject to various sources such as aCBRsource. These pa-

pers, do not characterize the delay characteristics for round trip communication patterns

82



which will be seen in ourpassivenetworks. Therefore, we choose to study a simple to-

ken passingMAC protocol which will allow us to compute the network capacityand

delays for ourpassivenetworks.

In Section 4.2 we determine the delay characteristics ofMACs which use token

passing by developing the appropriate Markov chains to describe the system. As such,

the capacity of our network is calculated from the average number of round trip steps

τm = {Mm[v]} taken for the delivery of control data which originated fromthe starting

nodem. τm is calculated using a convenient set of formulas given in [113] and are

provided in Appendix C.1 for convenience. Note that a wireless token ring protocol was

chosen to control the spacing of vehicles in the Automated Highway System program

and the Berkeley Aerobot Project [27]. This protocol is robust and can handle problems

such as duplicate tokens, lost stations (nodes), and dynamically adding new stations to

the ring. Furthermore, ifm is large, smaller rings of stations could be established with

an alternating carrier frequency in order to increase network capacity. In Section 4.2 we

will focus on the basic analysis of a single ring ofm stations. Looking at performance

of a single ring is further justified when looking at potential telesurgery applications

in which m = 4, consisting of a station at the operator, robot and an aerialunmanned

autonomous vehicle (the aerial vehicle can be treated as twostations in the ring) [100].

In [56] methods to reduce the data communicated over a network using sample

based lossy data reduction (LDR) for telemanipulation systems has been investigated.

It is concerned with developingLDRalgorithms which provide good compression while

attempting to maintain a high level oftransparency. They proposed a measure which

could be reflective oftransparencyas

I =

∫ t

0

[(fm − fsd)
2 + (ec − em)2]dτ (4.1)
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(Figure 2.1) in which the flows (fm, fsd) were velocities (vhsi, vto) of the human system

interface (HSI) and teleoperator (TO) and the efforts (ec, em) were the corresponding

forces (Fto, Fhsi). We are interested in evaluating the performance of our plant Gp

controllerGc network with our discrete random characterization of the delay of our

ring network. In Section 4.3 we will study further the resulting distortion between a

desired position set pointθset(i) and the resulting position output from the plantθact(i)

and examine how apassivediscrete time varyingLDRalgorithm affects this distortion.

These results are compared to anovelasynchronous control technique, in which the

controller is only run when new data is received from the plant. When the asynchronous

controller is not run, it will drop the current reference input and its output will reset to

0 after being held at its last computed level for a period equalto that of the sample

and hold period of the plant. Typically, when data for the controller is dropped over a

passivecontrol network, the controller either assumes a0-input and updates its output

accordingly or it attempts to make a prediction of what the correct input should be. Our

variable compression scheme is one such scheme which attempts to make a smooth

prediction on the input to tolerate delay and data dropouts.Although less steady state

error and distortion occurs when using a variable compression scheme over a0-input

prediction scheme, it does not perform as well as using an asynchronous controller. A

detailed simulation and discussion is provided in Section 4.3.2.1 with a corresponding

Theorem 11 (Section 4.3.2.2) which shows that the asynchronous controller is indeed

strictly-output passive, as indicated by our simulations.

4.1.1 Network Routing Based on Classic Optimal Control Design

Wu and Cassandras [134] formulated the routing problem of a fixed network topol-

ogy as an optimal control problem [62]. Their problem formulation yields a single
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nonlinear programming (NLP) problem in order to maximize network lifetime. The

problem is stated to determine the optimal routing probability w∗
ij(t) for nodei routing

to nodej at timet. This optimal is based on a model which is dependent only on the

inter-node spacingdi,j and a basic1
dβ signal path loss model to account for increased

energy consumption for selecting a node further than your nearest neighbor which is

closer to a destination node. A key result is that an optimal policy can be implemented

which is not time varying, (i.e.w∗
ij(t) = w∗

ij , ∀t). In order to pose a solvable problem,

however, it is assumed that their optimal policy will be independent of the medium

access control mechanism chosen (MAC) and that inter-node interference will not be

affected by their selection of neighbors in order to guarantee a reliable transmission.

Both assumptions are unrealistic and as such their results are limited at best. Further

more their final solution, is static and the implementation has no feedback mechanism

to correct itself.

4.1.2 Cooperative Multicast Routing and Error Correcting Routing With Feedback

Maric and Yates [72] look at cooperative multicast techniques to maximize network

lifetime. They present an algorithm which specifies the nodes’ order of transmission

and power level in order to maximize the network lifetime known asmaximum lifetime

accumulative broadcast(MLAB). The key assumptions in their analysis is that there is

enough bandwidthW in their network and a sufficient number of orthogonal channels

to avoid interference. They build off the fundamental idea that a relay channel utilizing

unreliable overheard information is essential to achieving capacity [22]. Each relay

node can store messages which can’t be decoded on their own; however, the power

from these messages can be added in order to successfully decode a message. This

yields a set of linear constraints in order to minimize the scheduled transmit power
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level at each nodepi. They continue to state their problem to minimize the maximum

pi, p̂ = maxp pi, required for a successful broadcast in a network. Makingp̂ a constraint

of p allowed them to pose their problem as a linear program. Usingbasic set theory

and some inductive proofs they determine a minimum power level, p∗, such that an

optimum schedule,x, from the set of all possible schedules,χn(D), can be determined

such that the set of destination nodes,D, will reliably receive the data transmitted from

the source node. Furthermore they were able to provide a distributed algorithm which

actually relies on feedback from their neighbors.

The following paper illustrates how to use feedback techniques in order to find the

optimal number of redundant packets to send in order to maximize an objective function

J(ub, n, p) [33]. n is the number of packets sent,pb is the probability a packet will be

received over a network at the source andub is the number of redundant packets which

are sent in order to successfully reconstruct all transmitted data. The packet can be

successfully recovered if at leastn − ub blocks are received. Their control input isub

and their controller should determineu∗
b which maximizesJ (4.2).

u∗

b = max
ub

(n − ub)

ub
∑

i=0

(

n

i

)

pi
b(1 − pb)

(n−i) (4.2)

They continue their discussion indicating that in reality their model has uncertainties

and that using feed-forward techniques which determine an appropriateu∗
b will not be

robust to correlated losses such as those captured with a twostate Markov model. So

they design a controller which feeds back the number of packets received per block

yb = (n−ub)zb. This formulation is unique in that it accounts for when blocks are lost.

Their controller is then implemented to find the peak based onthe derivatives ofyb and

ub.

ub+1 = ub + βsgn(yd
bu

d
b) (4.3)
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As can be seen from (4.3)β behaves like a gain for an integrator. They complete their

discussion, showing how this feedback has roughly a 10% improvement in packet re-

covery rate with correlated packet losses as opposed to a control system which just

adjusts itsub as a measure ofpb in a feed-forward manner. Note the results were gen-

erated using the freely availableNS-2simulator in which recent work has been done

to simulate the 802.15.4 layer in which theMAC layer for the MICAz motes radios

comply to [96, 141].

4.1.3 Fundamental Bounds and Controlling Uncooperative Users.

A more theoretical paper [77], which is heavily based on set and geometric theory

along with a host of new definitions, attempts to formulate a model of a network of

sources (sensors), controllers (network), and sinks (actuators). With this model of a

network the paper proves that a platoon ofd agents, each communicating his position to

his neighbor with channel capacityci can stabilize their motion about a given trajectory

if and only if (4.4) is met.

log2 | detA+
0 | + · · · + log2 | detA+

d−1| < min
i=0,...,d−1

ci (4.4)

Note thatA+
i is the unstable part of the matrixAi. Other assumptions are that the

controllers have infinite memory, the unstable eigenvaluesare real and distinct, and that

the channels are perfect. It appears they are achieving maximum capacity by sending

a control command to their neighbor in order to compress the state information of the

sensor.

The next paper to be discussed involves maintaining cooperative network flows over

a network [28]. They build a controller to balance network flows which can be imple-

mented with edge routers over a network usingTCP. The model is formulated using
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Kelly’s primal and dual optimization framework for users tomaintain an optimal coop-

erative share of bandwidth [51, 130]. Using Lyapunov’s second method they prove they

can provide a controller to correct Kelly’s controller to adjust the costqi it feeds back

to an uncooperative user who is not using his assigned utility functionUi(xi), in which

xi is the users current sending rate. This is simply done by feeding back the difference

from the actual network flowx and the network flow from the modelx̂ and sending the

adjusted cost̂qi back to the potentially uncooperative node (4.5).

q̃i = qi − ρi(x̂ − x) (4.5)

4.1.4 Comparing Medium Access Control Algorithms Which UseTime Division Mul-

tiple Access and SlottedALOHA.

The following papers have analyzed network induced delays for m-phase time di-

vision multiple access (TDMA) and slottedALOHA medium access controlMAC’s

[136, 137]. EachMAC implementation captures both ends of the design spectrum,

TDMA is a deterministic protocol in which each mote gets an allocated time slot to

transmit data as opposed toALOHA in which each mote independently and randomly

accesses the channel with probabilityp = pqpt. pq is the probability the mote has a

message in its queue to transmit andpt is the probability a mote is allowed to transmit

a message. The former paper provides analytical and simulated results showing that

TDMAwill provide minimal probability of lost packetspL with a minimum mean delay

µo and varianceσ2
o when delivering messages from a source to a destination node. The

latter paper shows that by introducing a constraint to drop apacket based on a bounded

delayBD constraint,ALOHAwill improve it’s performance; however, still fail to meet

the performance gained byTDMA. Another interesting paper provides a nice through-

put analysis for sensor networks with Rayleigh fading channels, topologies which have
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a square, triangle, hexagonal or randomly distributed grid. The random grid is gen-

erated from a Poisson point process [69]. Note the Rayleigh model with anALOHA

network is such that every nodeis connectedin the sense that each node has the proba-

bility to interferewith the wireless transmission of a source node to a destination node

The capacity results of the analysis forALOHAseem to confirm the result which states

that if n sensors need to transmit data to one node the rate scales to roughly Θ(1/n)

[71]. We highlight this fact because it guides us to look for creating distributed con-

trol systems and cooperative routing algorithms to more efficiently utilize the network

and achieve better performance. Another paper worthy of mention in this field is [67].

This paper gives some nice control performance measures related toTDMA, Carrier

Sensing Multiple Access/Collision Avoidance (CSMA), and other random accessMAC

protocols, showing thatTDMA provided the lowestH2 norm for control of an inverted

pendulum and cart.

4.2 Capacity and Delay of Single Ring Token Networks

A ring network consists ofm stations in which each station has a successor (the

station it will pass its token to) and a predecessor (the station it will receive a token

from). For simplicity we will consider rings in which station i will have the following

predecessor, successor pairs(pri, sci), ∀i ∈ {1, . . . , m}:

(pri, sci) =































(i + 1, m), if i=1;

(1, m − 1), if i=m;

(i + 1, i − 1), otherwise.

(4.6)
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Figure 4.1. Ring networks consisting ofm stations andn = m−2
2

+ 2 stations.

Figure 4.1 illustrates a corresponding ring network in which each station has a probabil-

ity Pi of successfully sending a packet ofnp bits (which typically includesnd data bits,

nh header bits andnfcs frame check sequence bits) and receiving an acknowledgment

of nack from its successor. For simplicity we assume that the successful transmission of

a packet and receiving an acknowledgment is equivalent to passing a token to its succes-

sor. The packet dropout rate is denoted asPper which is derived from the bit error rate

Pber such thatPper = 1 − (1 − Pber)
np (Appendix C.2). Therefore, we conservatively

estimatePi = (1 − Pber)
np+nack . This assumption is conservative, since most people

neglect the acknowledgment entirely.

Definition 8 Let the indexi = {0, 1, 2, . . .} denote a packet time slot. Let stationm

generate a packet of data to transmit around a ring network asdepicted in Figure 4.1

at a given rater such that the next transmission indexinext = icurrent + r in which

icurrent = i when a packet is currently being transmitted from stationm (the remaining

stations will only relaym’s message around the ring network). The minimum ideal rate
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in which stationm can generate a packet isrpc = m. Therefore, we define the ideal

packet capacity as

λpc =
1

rpc

=
1

m
(4.7)

The average packet capacityλp depends on the average round trip timeτm and has the

following form

λp =
1

τm

(4.8)

In order to calculateτm we note that the following Markov chain describes a single

packet journey in our ring network from stationm and back tom. We capture the final

round trip packet delivery from station1 to stationm with the corresponding absorbing

state0. The transition matrixP is as follows:

P =

























1 0 0 0 . . . 0

P1 1 − P1 0 0 . . . 0

0 P2 1 − P2 0 . . . 0

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

0 . . . . . . . . . . . . . . 0 Pm Pm − 1

























=







I 0

R Q






(4.9)

This is in canonical form see Appendix C.1). We can now compute N in which each

Ni,j elementi, j ∈ {1, . . . , m} is the average number of times each stationj is visited

if the packet originated in stationi before the token reaches the absorbing state0.

N = (I − Q)−1 (4.10)
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N =

























1
P1

0 . . . . . . . . . . 0

1
P1

1
P2

0 . . . . . . 0

1
P1

1
P2

1
P3

0 . . . 0

. . . . . . . . . . . . . . . . . . . . . . .

1
P1

1
P2

1
P3

. . . . . . 1
Pm

























(4.11)

Using the formulas in Table C.1 the mean arrival time to station m when the initial

packet stated at stationi is obtained by solvingτ :

τ =

























1
P1

1
P1

+ 1
P2

�

�

∑m

i=1
1
Pi

























(4.12)

Or equivalently

τi =















1
Pi

, i = 1;

τi−1 + 1
Pi

, 1 < i ≤ m.

(4.13)

Using (C.2) in Appendix C.1 to solve forσ2
v results in the following

σ2
vi

= 2
i

∑

j=1

τj

Pj

− τi(1 + τi). (4.14)
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Solving forσ2
vδ

= (σ2
vi
− σ2

vi−1
) results in the following:

σ2
vδ

=
2τi

Pi

− τi(1 + τi) + τi−1(1 + τi−1) (4.15)

=
2τi

Pi

− τi − τ 2
i + (τi −

1

Pi

)(1 + τi −
1

Pi

) (4.16)

=
1 − Pi

P 2
i

. (4.17)

Therefore,σ2
vδ

can be equivalently written in the following recursive form

σ2
vi

=















1−P1

P 2

1

, if i = 1;

σ2
vi−1

+ 1−Pi

P 2

i

, 1 < i ≤ m.

(4.18)

We now state the following lemma.

Lemma 6 Given a ring network as described by (4.6) and depicted in Figure 4.1. In

which each stationi ∈ {1, . . . , m} has a probabilityPi of successfully sending a mes-

sage to its successor station and1 − Pi of unsuccessfully sending the message per

attempt, the following holds:

i. The average steps it takes to relay a message from stationm around the ring net-

work isτm =
∑m

i=1
1
Pi

, for the special casePi = p thenτm = m
p

.

ii. The corresponding variance in the round trip time isσ2
vm

=
∑m

i=1
1−Pi

P 2

i

, for the

special casePi = p thenσ2
vm

= m(1−p)
p2 .

Note 10 The corresponding packet capacity of the ring network isλp = 1
τm

, for the

special casePi = p thenλp = p

m
. The solution ofλp is a direct substitution ofτm = m

p

(Lemma 6-i) into (4.8) from Definition 8.

Proof 14 Most of the proof has been provided in the subsequent discussion. In sum-

mary:
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i. The solution forτm is provided by (4.12).

ii. The solution forσ2
vm

is easily obtained by our recursive solution given by (4.18).

Note 11 For the l2-stable digital control network depicted in Figure 2.6 withn − 2

equally spaced relay motes, we can create a ring network as depicted in Figure 4.1 in

which stationm is the plantGp and stationm
2

= n − 1 is the controllerGc. The con-

troller only returns control data if it has received data from the plant. If we neglect the

queuing delay associated with a CBR source and assume that the controller can com-

pute a control command and immediately issue a response to the plant and we assume

each node is equally likely to successfully transmitting a packet to its corresponding

successor, then the average packet transmission delay fromGp to Gc and vice versa is

m
2p

= n−1
p

with a corresponding variance of(n−1)(1−p)
p2 .

Although, the packet capacity is a convenient abstraction for characterizing the net-

work, we still need to quantify the actual rate of data being transmitted. Therefore, we

provide the following definition:

Definition 9 The data capacity of a ring network is the number of actual data bits per

second which can be transmitted round trip from a given source node, in which the data

is relayed from every station in the network. Therefore, thedata capacity in the ring

network is

λd =
fbitλpnd

(np + nack)
(4.19)

in whichλp is the packet capacity,nd is the number of actual data bits which get trans-

mitted for a successful packet delivery,np is the number of packet bits,nack is the

number of bits required for the acknowledgment, andfbit is the transmit data rate (bits

per second).
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For the special case when each node is equally spaced in a linenetwork withn nodes

(m = 2(n − 1) stations) then the corresponding data capacity is

λd =
fbitndp

m(np + nack)
=

fbitndp

m(nd + nh + nfcs + nack)
(4.20)

in whichp is dependent onnd, np, andnack and the node spacingd. Building from the
analysis given in Appendix C.2.1 for determining the packeterror rate for the CC2420
and using the following parameters given in Table 4.1:

TABLE 4.1

CC2420 PARAMETERS SUMMARY.

Term Symbol Value

bits per second fbit 250 × 103 bps

header bits nh 13 ∗ 8 = 104 bits

frame check sequence bits nfcs 2 ∗ 8 = 16 bits

ack bits nack 11 ∗ 8 = 88 bits

data bits nd 0 ≤ nd ≤ 960 bits

typical transmit power PT −24 ≤ PT ≤ 0 dBm

worst case transmit power PT −27 ≤ PT ≤ −3 dBm

typical noise figure NF 15.44 dB

worst case noise figure NF 20.44 dB
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we can calculateλd as a function ofd andnd which is displayed in Figure 4.2 and

Figure 4.4.

These are fairly easy estimates to remember and use when attempting to determine

the average delays in a ring network. However, there is a way to get an even closer

estimate of the corresponding delay in the network. Using techniques similar to those

used by [58, 136], we describe a two dimensional Markov chainto track the head of

queueHoQ delay at themth station of an outgoing packet which is generated from a

CBRsource of a packet everyrth slot and transmitted over a token ring network. The

chain will be described by the(d, s) tuple in whichd ∈ {−r + 1,−r + 2, . . . , D}

denotes the delay of theHoQ in whichD is the maximum delay before the packet will

be dropped or compressed ands ∈ {1, 2, . . . , m} is the station where the token is in the

network.
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Lemma 7 Given a ring network as described by (4.6) and depicted in Figure 4.1 and

assuming that a packet ofnp bits will be rotated through the network (even if no new

data is present). In which each stationi ∈ {1, . . . , m} has a probabilityPi of success-

fully sending a message to its successor station and1−Pi of unsuccessfully sending the

message per attempt, the following transition matrixP ∈ R((D+r)m)×((D+r)m) describes

the HoQ delay:

P =

(−r + 1, s)

(−r + 2, s)

. . .

(−1, s)

(0, s)

(1, s)

. . .

(D − 1, s)

(D, s)





















































0 Pr 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0

0 0 Pr 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

0 0 . . . 0 Pr 0 . . . . . . . . . . . . . . . 0

Pm 0 . . . . . . . 0 Pr − Pm 0 . . . . 0

0 Pm 0 . . . 0 0 Pr −Pm 0 . 0

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

0 . . . . . . . . 0 Pm 0 . . . . . . . . . . . . 0 Pr − Pm

0 . . . . . . . . . . . . 0 Pr 0 . . . . 0





















































(4.21)

in whichPr ∈ Rm×m is the transition matrix which describes the evolution of the token,

Pr =

































1 − P1 0 . . . . . . . . . . . . . . . . 0 P1

P2 1 − P2 0 . . . . . . . . . . . . . . . . . . . 0

0 P3 1 − P3 0 . . . . . . . . . . . . . . . . 0

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

0 . . . . . . . . . . . . . . 0 Pm−1 1 − Pm−1 0

0 . . . . . . . . . . . . . . . . . 0 Pm 1 − Pm

































(4.22)

and Pm ∈ Rm×m is the part of the transition matrix of actually shrinking the HoQ
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delay fromd to d − r + 1 when the token is at stationm

Pm =

































0 0 0 0

0 . . . . . . . 0

0 . . . . . . . 0

. . . . . . . . . . . . .

0 . . . . . . . 0

0 0 Pm 0










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The(d, s) is a short hand to show how the states of the chain correspond to the rows of

the transition matrixP in whichd is a fixed column of integers ands would have each

row correspond to the next state in the chain describing the evolution of the token i.e.

(d, s) =

(d, 1)

(d, 2)

(d, 3)

(·, ·)

(d, m − 1)

(d, m)

. (4.24)

Proof 15 Creating the transition matrix is fairly straight forward:

1. (−r + 1) ≤ d < 0, s ∈ {1, . . . , m}: we track the evolving state of the tokens, this

is done usingPr, since the delay will increase by1 after a transition from any state

s, we simply offset the matrixPr bym(d + 1) columns and place zeros elsewhere.

2. 0 ≤ d < D, s ∈ {1, . . . , m}: once the delayd from the HoQ is≥ 0 a packet is avail-

able for transmission at stationm, hence if stationm has the token and successfully

transmits to station1 with probabilityPm then the delayd will be reduced such that
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d = d − (r − 1). This outcome is captured by matrixPm and is offset byd(m + 1)

columns. All other transitions will occur and the delayd will increase by one, hence

Pr −Pm is correspondingly offset bym(d + 1) columns with zeros elsewhere.

3. d = D, s ∈ {1, . . . , m}: once the delayd = D the packet will either be successfully

delivered or dropped, therefore, the delay will shrink suchthatd = d− (r− 1) after

the transition. Thus, we only need to track the state of the tokens with Pr which will

correspondingly be offset byd(m + 1) columns with zeros elsewhere.

Note 12 To calculate the average delay of the HoQ we simply solve for the steady state

distribution of our Markov chain:

πP = π (4.25)

in whichπ = (π(−r+1,1), π(−r+1,2), . . . , π(−r+1,m), π(−r+2,1), . . . , π(D,m)) is a row vector.

The delay distribution,di(0,≤ d ≤ D) is given by

di =
Pmπ(i,m)

∑D
k=0 Pmπ(k,m)

=
π(i,m)

∑D
k=0 π(k,m)

(4.26)

where
∑D

k=0 Pmπ(k,m) is the normalizing constant, in which we only consider successful

transmissions with probabilityPm from stationm to station1 in deriving the delay

distribution.

Note 13 Calculating the packet loss probabilitypo is simply

po =
(1 − Pm)π(D,m) +

∑m−1
k=1 π(D,k)

λ

= r[(1 − Pm)π(D,m) +

m−1
∑

k=1

π(D,k)] (4.27)

in whichλ = 1
r
, if we are in any other state besidesm the packet will be dropped, when
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in statem there is only a probability of(1 − Pm) of dropping the packet and that is

accounted for.

Note 14 For the l2-stable digital control network depicted in Figure 2.6 withn − 2

equally spaced relay motes, we can create a ring network as depicted in Figure 4.1

in which stationm is the plantGp and stationm
2

= n − 1 is the controllerGc. The

controller only returns control data if it has received datafrom the plant. If we consider

the queuing delay associated with a CBR source atm and consider that the controller

will not immediately compute a control command but pass along computations from

previous transmissions. Then we can more closely approximate the delay of the delivery

of data from the controller to the plant as if it was provided aCBR sourcer as well.

This average delay fromGp to Gc and vice versa can be computed as follows:

τpc =

D
∑

i=1

idpi
+

m
2
−1

∑

i=m−1

1

Pi

for the delay fromGp to Gc, (4.28)

τcp =
D

∑

i=1

idci
+

m−1
∑

i= m
2

1

Pi

for the delay fromGc to Gp (4.29)

in whichdxi
is the corresponding delay distribution for either the plant or controller if

they were supplied a CBR sourcer. If Pi = p thenτpc = τcp such that

τpc = τcp =
D

∑

i=1

idi +
(m − 2)

2p
(4.30)

and the corresponding variance is

σ2
v =

D
∑

i=1

i2di − (

D
∑

i=1

idi)
2 +

(n − 2)(1 − p)

p2
. (4.31)
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Figure 4.6. Theoretical mean delay of a data packet which contains2 samples
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PT = −3dBm,n = 3.3, do = 8.0 meters,r = 86, D = 516) calculated using
(4.30).
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Figure 4.8. Transmission ofuop(i) andvoc(i) with compressioncomp : c and
decompressiondeco : c blocks.

4.3 Distortion in Single Ring Token Networks

We have characterized the delay in Section 4.2, however, in order to account for

the time varying queuing delay we assume that when the delay exceedsD slots that

the packet should be dropped. However, dropping packets leads to drift in the actual

position of the plantθact(i) when it is controlled using velocity feedback. Instead of

dropping the data when it reaches the maximum delayD we propose the following

LDR algorithm.

4.3.1 LDRAlgorithm to Compress Data Which Exceeds a DelayD Before Transmis-

sion

We propose an adaptive compression scheme which is similar to thecompressor-

expanderscheme used in [11] [10]. The main contribution is we formalize how to

further compress samples which have already been compressed. We also introduce a

distortion measure to evaluate the performance of proposedcompression schemes. A

final contribution, is that our simulations reveal similar performance and we discover

that by simply dropping data when the FIFO is full, not running the controller when data

is not present in the controllers receive FIFO, and by using no compression scheme we
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actually can reduce the distortion. Assume for simplicity we are sampling data at a rate

equal to the time it takes to transmit a packet to another station in a ring network. After

r samples are taken we place them in a packet to be transmitted over our network. We

note that the most recent sample has a delay0 and the oldest sample has a delayr.

When the delay of the outgoing packet reachesD the oldest sample of data will have

a delay ofr + D. Instead of dropping this sample we propose to compress the data in

the queue. The reason is two fold, the first is that by droppingdata, drift in the desired

position will occur, second, this unusually long delay indicates that we are incurring one

of our rare events of multiple failed transmission attemptsor possibly the channel has

changed and the probability of successful deliveryPi has dropped at various stations.

By compressing the data and decompressing the dataadaptivelywe should be able to

adapt to the randomly changing channel. Unfortunately thiswill cost us a few extra bits

to denote the compression ratio of the given sample, however, it will provide a larger

range of operation and hopefully reduced distortion. Assume that the outgoing packet

is eitheruop(i) from the plant orvoc(i) from the controller. Since no duplicate packets

will be sent or received in error we can neglect tracking the corresponding sampled

index in order to preservepassivity. Each sample which has not been transmitted will

be stored in a FIFO with a corresponding compression ratioc. The top of the FIFO will

be denoted by the indexD+r−1, the bottom of the FIFO will be denoted by the index

0 and the tail of the FIFO (tf ) will point to the next available slot for data. We will

denote accesses from the FIFO with brackets and incoming data at time indexi with

parentheses. The FIFO and the data within it are handled as follows:

1. Initializetf = D + r − 1

2. If a new sample is received,

(a) and iftf > −1 placeuop[tf ] = uop(i) andc[tf ] = 1, update the tailtf =
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tf − 1

(b) else settfp = tf + 1 andcmax = c[tfp],

while((tfp < D + r − 1) and (cmax == c[+ + tfp])){};

(done while)ph = tfp − 1.

i. if ph == 0 then

uopc
=

√

c[ph](uopc
[ph])2 + (uop(i))2

1 + c[ph]
, c = 1 + c[ph] (4.32)

uopc
= uopc

sgn(c[ph]uopc
[ph] + uop(i)) (4.33)

uopc
[0] = uopc

, c[0] = c.

ii. else setpl = ph − 1 and

uopc
=

√

c[ph](uopc
[ph])2 + c[pl](uopc

[pl])2

c[pl] + c[ph]
, c = c[pl] + c[ph] (4.34)

uopc
= uopc

sgn(c[ph]uopc
[ph] + c[pl]uopc

[pl]) (4.35)

uopc
[ph] = uopc

, c[ph] = c,

for (p = ph − 1;p > 0;p −−)

uopc
[p] = uopc

[p − 1]; c[p] = c[p − 1];

uopc
[0] = uop(i), c[0] = 1.

3. If a packet is ready for transmitting popr samples off of FIFO and place in

the outgoing send queue, shift all element up to the head of the FIFO and set

tf = tf − r.

4. When a packet of data is received it is pushed onto the receive FIFO with oldest

data pushed in first and decompressed as follows:
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c=0,i=0

while(True)

if(c == 0 and data in FIFO)

c=pop(cfifo);uoc(i)=pop(ufifo);i + +;c −−

else if(c not== 0)

uoc(i) = uoc(i − 1);i + +;c −−

else

wait for new data in FIFO

Lemma 8 The proposed compression and transmission scheme is passive.

Proof 16 As long as (2.44) holds for allN then our compression and transmission

scheme will remain passive. Figure 4.8 illustrates how a compression scheme can be

evaluated and still account for time varying delays in the transmission of the com-

pressed data. We denote the sum ofc[k] from the tail up to the head of the queue

sc[j] =
∑j

k=tf +1 c[k], j ∈ {tf + 1, . . . , D + r − 1}. We note that the proposed com-

pression algorithm satisfies the following inequality:

u2
opc

[j] =
1

c[j]

i−sc[j]+c[j]−2
∑

k=i−sc[j]−1

u2
op(k) (4.36)

in whichi is incremented with each sample that is pushed in to the FIFO.If no data has

been transmitted, or the receive FIFO is empty thenuopd
(i) = 0, therefore:

N−1
∑

i=0

u2
opd

(i) ≤
N−1
∑

i=0

u2
op(i) (4.37)

Since the transmission of data over the network will not produce duplicate transmis-
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sions the time varying delayp(i) is such that
∑N−1

i=0 u2
oc(i) ≤

∑N−1
i=0 u2

opd
(i), therefore

N−1
∑

i=0

u2
oc(i) ≤

N−1
∑

i=0

u2
op(i) (4.38)

which satisfies (2.44) for passivity.

4.3.2 Evaluating theLDR Algorithm by Measuring Distortion.

Definition 10 For thel2-stable digital control network depicted in Figure 2.6 in which

the flow output is denoted asfp(t). Denote the sampled integrated output of the plant

as θact(i), assume that the user will provide a desired set pointθset(i) to the input of

a discrete second order trajectory generator which is a zero-order hold equivalent of

Ht(s) as described by (2.84). The mean squared distortion is

Iθ =
1

T
E{

T
∑

i=0

(θset(i) − θact(i))
T(θset(i) − θact(i))} (4.39)

in whichE[·] denotes the expectation of the summation of the squared error which is

dependent on the set point, the controller, the plant dynamics, and the time varying

delays incurred due to the communication network.

For the example given in Section 2.4, we estimated the corresponding distortion

by averaging the summation given in (4.39) over 50 trials fora given number ofn

nodes and spacing ofd meters. We choseθset(i) to use a square wave profile which

is 0.0 radians for0 ≤ t < 8.0 seconds,1.0 radians for8 ≤ t < 16.0 seconds,−1.0

radians for16.0 ≤ t < 24.0 seconds,0 radians for24.0 ≤ t seconds (Figure 4.9).

Since we chose a modest sampling rate of.05 seconds, and chose to use the variable

compression scheme previously discussed we generate data at 5 ∗ 8/.05 = 800.0 bits

per second. Which is a small fraction of the maximum data ratethat can be achieved
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Figure 4.9. Typical response to distortion profile for tokennetwork using
adaptive compression in whichS = −90dBm,PT = −3dBm,n = 3.3,

do = 8.0 meters, each sample consists of40 bits, and up to2 samples will be
transmitted if available in a single packet.
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between a small number of nodes. As such, the delay between receiving data from

the plant and controller is roughly the sampling rate (.05 seconds) for distances less

than 70 meters. Furthermore, since the arrival delay is driven by the low sampling

rate, the variance of the delay is extremely small. However,as the distance exceeds

70 meters, the capacity drop off is extremely sharp if we allow up to 12 samples to

be transmitted per packet, such that the average delays are around14 seconds when

d = 72.25 meters andn = 10 nodes (Figures 4.10,4.11). Figures 4.10,4.12,4.11, and

4.13 provide the corresponding mean and variance of the delays as a function of inter

node distanced and number of nodesn. On the other hand if we still store up to12

samples but only transmit up to2 samples per attempt, the increase in the mean delay

and the corresponding variance is significantly reduced forthe same range of nodes

and transmission distance (Figures 4.14,4.16,4.15, and 4.17). In spite of the significant

random delays being incurred with increase in nodesn and node spacingd, the overall

distortionIθ degrades fairly gradually as is seen in Figure 4.18 (note that Iθ = 0.5

corresponds to keepingθact = 0).

4.3.2.1 ComparingLDR Algorithm With Dropping Data in a Full FIFO.

As we have seen, theLDRalgorithm behaves exceptionally well for extremely unre-

liable communication channels. When the nodes are spaced72.0 meters apart, the prob-

ability of a successful packet transmission isP = (1.0− .00631781)8×(11+2+13+2×5) =

16%. Which corresponds to a capacity of5596 bits/second for two nodes, and622

bits/second for ten nodes (m = 18). Thus, to maintain an effective800 bit/second

data rate for ten nodes the data needs a compression ratio of800/622 and negligi-

ble distortion is seen. However, as the compression ratio increases so does the dis-

tortion in Figure 4.18, which is seen in the delay and resulting steady state errors in
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Figure 4.10. Mean delay ofuoc assumingS = −90dBm,PT = −3dBm,
n = 3.3, do = 8.0 meters, each sample consists of40 bits, and up to12

samples will be transmitted if available in a single packet.
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Figure 4.12. Mean delay ofvop assumingS = −90dBm,PT = −3dBm,
n = 3.3, do = 8.0 meters, each sample consists of40 bits, and up to12
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Figure 4.13. Variance of the mean delay ofvop assumingS = −90dBm,
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Figure 4.14. Mean delay ofuoc assumingS = −90dBm,PT = −3dBm,
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Figure 4.15. Variance of the mean delay ofuoc assumingS = −90dBm,
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Figure 4.16. Mean delay ofvop assumingS = −90dBm,PT = −3dBm,
n = 3.3, do = 8.0 meters, each sample consists of40 bits, and up to2 samples

will be transmitted if available in a single packet.
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Figure 4.17. Variance of the mean delay ofvop assumingS = −90dBm,
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74 meters (each color in plot corresponds to a unique number of nodes).

Figure 4.19. Although the step responses are fairly smooth,when the nodes are

74.0 meters apart the probability of a successful packet transmission isP = (1.0 −

.010108)8×(11+2+13+2×5) = 5.3%. Which corresponds to a capacity of1861 bits/second

for two nodes, and207 bits/second for ten nodes (m = 18) with a required compression

ratio nearing4.

However, when a FIFO is full and if we choose to use no compression and either

drop the oldest or the current data sample, we can reduce the distortion at the lower

data rates. This was anunexpectedresult, after reading about previous simulations in

which dropped data resulted in steady state error [11, Figure 9] [10, Figure 5, Figure 6].

However, we have been implementing our controller in a slightly different manner when
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Figure 4.20. Typical step response by dropping either the latest sample or
current sample when FIFO is full for nodes of2, 4, 6, 8, 10 and transmission
distances of70, 70.5, 71, 71.5, 72.0, 72.5, 73.0, 73.5, 74 meters (each

color in plot corresponds to a unique number of nodes).

not using compression. The controller only computes a new command when data from

the plant is received, which implies we do not calculate a control command which will

steer us away from our desired location by using a zero input.Furthermore, we achieved

a significant improvement in distortion by simply dropping the sampled control input

when data is not available from the plant. These two seemingly simple changes lead to

a significant improvement in reducing distortion as can be seen in the step responses in

Figure 4.20 and distortion plot in Figure 4.21.
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Figure 4.22.Passivedigital control network withPassiveAsynchronous
Transfer Unit (PATRU).
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4.3.2.2 Asynchronous Passivity

Figure 4.22 indicates how to implement apassivedigital controller in an asyn-

chronous manner. The transfer of data between the controller and the plant is handled

by thePassive Asynchronous Transfer Unit(PATRU).

Definition 11 Define the setI as the set of received indexesl = (i−p(i)) from the plant

which correspond to the received tuple(l, uop(l)) and the setJ as the set of received

indexesk = (i − c(i)) from the controller (via the PATRU) which correspond to the

received tuple(k, voc(k)). When the plant and controller are initially enabled the sets

I and J are empty. For simplicity of discussion we assume that the controller can

instantly compute a new control commandeoc when new data arrives from the plant.

The PATRU then handles the transfer of data as follows:

1. If the periodically generated tuple(l, uop(l)) from the plant has arrived to the PATRU

on the controller side then:

if l ∈ Ic:

uoc(j) = uop(l)

roc(j) = roc(i)

I = l ∪ I

calculate newvoc(j), andeoc(j)

voc(i) = voc(j)

eoc(i) = eoc(j)

j = j + 1

else:

voc(i) = 0

eoc(i) = 0

transmit(k, voc(k))
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2. Otherwise if no periodically generated tuple(l, uop(l)) from the plant has arrived to

the PATRU on the controller side then:

voc(i) = 0

eoc(i) = 0

transmit(k, voc(k))

3. If the periodically generated tuple(k, voc(k)) from the PATRU on the controller side

has arrived to the PATRU on the plant side then:

if k ∈ Jc:

vop(i) = voc(k)

J = k ∪ J

else:

vop(i) = 0

4. Otherwise if no periodically generated tuple(k, voc(k)) from the PATRU on the con-

troller side has arrived to the PATRU on the plant side then:

vop(i) = 0

Using definition 11 we give the following lemma:

Lemma 9 Using the PATRU as defined in definition 11,

〈fop(i), edoc(i)〉Ni
≥ 〈eoc(j), fopd(j)〉Nj

(4.40)

holds for allNi andNj .

Proof 17 To begin, we note thatNi > Nj since the controller will only process received

data from the plant. From the scattering transform we also know that (4.40) can be
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equivalently written as

‖(uop(i))Ni
‖2

2 − ‖(vop(i))Ni
‖2

2 ≥ ‖(uoc(j))Nj
‖2

2 − ‖(voc(j))Nj
‖2

2. (4.41)

It is sufficient for (4.41) to hold if both

‖(uop(i))Ni
‖2

2 ≥ ‖(uoc(j))Nj
‖2

2 (4.42)

and

‖(voc(j))Nj
‖2

2 ≥ ‖(vop(i))Ni
‖2

2 (4.43)

hold. By definition 11 we know thatuoc(j) can only consist of unique samples ofuop(i)

therefore (4.42) is obviously satisfied. Likewise,vop(i) can only consist of unique sam-

ples ofvoc(j) or the value0 therefore (4.43) is satisfied.

With lemma 9 we state the additional lemma which shows that using thePATRUan

expression can be obtained which is sufficient for astrictly-output passivesystem when

i = j.

Lemma 10 Using the PATRU as defined in definition 11 in the control network depicted

in Figure 4.22. The following inequality is satisfied:

〈fop(i), rop(i)〉Ni
+ 〈eoc(j), roc(j)〉Nj

≥ ǫ(‖(fop(i))Ni
‖2

2 + ‖(eoc(j))Nj
‖2

2) − β (4.44)

in whichǫ = min(ǫop, ǫoc) andβ = βop +βoc. Wheni = j the network is strictly-output

passive.

The proof follows along the lines as the one provided for theorem 4.

Proof 18 First, by theorem 3-I,Gp is transformed to a discrete passive plant. Next, by
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theorem 2 both the discrete plant and controller are transformed into a strictly-output

passive systems. The strictly-output passive plant satisfies

〈fop(i), eop(i)〉Ni
≥ ǫop‖(fop(i))Ni

‖2
2 − βop (4.45)

while the strictly-output passive controller satisfies (4.46).

〈eoc(j), foc(j)〉Nj
≥ ǫoc‖(eoc(j))Nj

‖2
2 − βoc (4.46)

Substituting,edoc(i) = rop(i) − eop(i) andfopd(j) = foc(j) − roc(j) into (4.40) (which

holds by lemma 9) yields

〈fop(i), rop(i) − eop(i)〉Ni
≥ 〈eoc(j), foc(j) − roc(j)〉Nj

which can be rewritten as

〈fop(i), rop(i)〉Ni
+ 〈eoc(j), roc(j)〉Nj

≥ 〈fop(i), eop(i)〉Ni
+ 〈eoc(j), foc(j)〉Nj

(4.47)

so that we can then substitute (4.45) and (4.46) to yield

〈fop(i), rop(i)〉Ni
+ 〈eoc(j), roc(j)〉Nj

≥ ǫ(‖(fop(i))Ni
‖2

2 + ‖(eoc(j))Nj
‖2

2) − β (4.48)

in whichǫ = min(ǫop, ǫoc) andβ = βop +βoc. Thus (4.48) satisfies (2.19) wheni = j in

which the input is the row vector of[rop, roc], and the output is the row vector[fop, eoc].

Interestingly, we can describe the controllers behavior interms ofi since thePATRU

only transfers data to the controller when available from the plant or sends a0 to the

plant when no control data is available. Equivalently we cansimply transfer a0 to the
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controller when no data is available from the plant and use a switched controllerGc in

whichGc = Gco when data is present from the plant and setGc = 0 when thePATRU

fills in the missing data forvoc(i), vop(i), andeoc(i) with 0.

Theorem 11 Using the PATRU as defined in definition 11 in the control network de-

picted in Figure 4.22. The digital control network in Figure4.22 is strictly-output

passive.

Proof 19 From lemma 10 we have shown that (4.44) holds. Given definition 11, both

‖(eoc(j))Nj
‖2

2 = ‖(eoc(i))Ni
‖2

2 (4.49)

and

〈eoc(j), roc(j)〉Nj
= 〈eoc(i), roc(i)〉Ni

(4.50)

will hold, therefore,

〈fop(i), rop(i)〉Ni
+ 〈eoc(i), roc(i)〉Ni

≥ ǫ(‖(fop(i))Ni
‖2

2 + ‖(eoc(i))Ni
‖2

2) − β (4.51)

holds in whichǫ = min(ǫop, ǫoc) andβ = βop + βoc.

4.4 Conclusions

We have completed a comprehensive study and simulation ofpassivecontrol over

wireless networks. The papers which we have studied, addressed one way directional

flow, however,passivenetworks have correlated bi-directional flow in which the plant

sends sensor data to the plant, and the controller sends command data back to the plant.

In order to complete our study, we needed new theorems to determine the network

128



capacity and corresponding delays for bi-directional flow.We chose to study a token

passingMAC, in which:

1. the plant (stationm = 2(n − 1)) and controller (stationm/2) were stations of an

node ring network depicted in Figure 4.1,

2. we determined the network capacity, mean round trip travel time and variance of

a packet of data in a ring network,τm, which is described by a Markov chain and

transition matrix (4.9), and the corresponding formulas are given in Lemma 6,

3. in order to account for the overhead of the data acknowledge, header, and frame

control sequence we introduced the corresponding definition for data capacity(Def-

inition 9)

4. Definition 9 (and an extremely useful analysis relating packet error rate to node

spacing with wireless transceivers such as the CC2420 in Appendix C.2) allows us

to generate figures such as:

a) Figures 4.2,4.4 in which the maximum data capacity is attained by sending the

longest possible packet until a distance spacing of the nodes is such thatp is

fairly low,

b) and Figures 4.3,4.5 in which a maximum spacing is indicated which provides the

maximum data capacity× distance for relaying data over a network,

5. in order to account for the delays associated with buffering, pending data in a FIFO,

we provide Lemma 7 for studying the correspondingHoQdelay,

6. Lemma 7 shows that the delay will undergo aphaseshift in which it will suddenly

increase at a critical number of nodes and node separation distance, as seen in Fig-

ure 4.6 and verified by simulation in Figure 4.7 such that
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a) the sudden increase in delay is equal to the maximum allowed buffer delayD

and it occurs when the data rater < 1
λp

= 2(n−1)
p

,

b) this is intuitive since once data is generated at a rate that exceeds the capacity of

the network, then the delay will continue to grow unbounded until packets are

dropped which occurs when the FIFO is full.

In order to evaluate control performance over ourpassivewireless network we:

1. introduced a new definition for distortion Definition 10 which allowed us to evaluate

and compare:

a) a new adaptiveLDR algorithm as described in Section 4.3.1, which we showed

to bepassive(Lemma 8),

b) anovel strictly-output passiveasynchronous controller as depicted in Figure 4.22

which only computes a new possibly non-zero control commandwhen valid data

from the plant is received (Section 4.3.2.1)

2. provide a new Theorem 11 (with corresponding new Lemma 10,and Lemma 9)

showing that the asynchronous controller, governed by thePATRUdefined in Defi-

nition 11, is indeedstrictly-output passive,

3. Figure 4.21 shows the corresponding improvement in distortion for the asynchronous

controller, as compared to the one which uses the adaptive compression scheme as

shown in Figure 4.18.
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CHAPTER 5

IMPLEMENTATION USING NECLAB

5.1 Introduction

This chapter is taken from [54].neclabwas successfully demonstrated at the Infor-

mation Processing in Sensor Networks 2006 (IPSN 2006). At the conference we suc-

cessfully balanced a ball on a beam (Figure 5.1) with wireless feedback usingneclab.

Typically, when a controls engineer needs to develop a new closed-loop control sys-

tem she develops the control system in phases. The first phaseis to develop a mathemat-

ical model of the system and synthesize a controller. The second phase is to simulate the

control system using tools such as MATLAB [74]. In the third phase, using the results

from the simulations, the engineer integrates sensors, actuators, remote data acquisi-

tion and control equipment into the system. This is done in order to acquire additional

data and refine the models in order to optimize the controller. When the third phase is

complete, the engineer has optimized and deployed a robust control system. Systems

with a higher degree of autonomy will also have fault detection and remote monitoring

systems. Typically these digital control systems are developed using a dedicated data

acquisition system attached to a cable interfaced to a computer running a real-time-

control software, such as RTLinux [140]. For control systems in which a wired control

system is not possible or desired, the available design tools for the engineer are limited

at best.
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In this chapter, a software environment is introduced called neclab, that is a soft-

ware environment designed to allow easy deployment of networked embedded control

systems, in particular wireless networked embedded control systems calledwnecs. The

components ofneclabare presented in the following and described in terms of a classi-

cal control experiment, the ball and beam.

Note that most of the tools currently available to aid the engineer develop software

for wireless embedded systems are geared specifically for sensing. The majority uses

Berkeley’sTinyOS[12]. Note also that the majority of theTinyOSapplications listed in

[12], are not designed to be wirelessly reconfigurable. For example, one reconfigurable

system which usesTinyOSis Harvard’s moteLab [131], where each mote is connected

to a dedicated programming board that is connected to an Ethernet cable. This is nec-

essary in order for each mote to be reconfigured in order to useTinyOS. A reliable

protocol, called Deluge, to enable wireless programming ofTinyOSapplications has

been developed [47]. Deluge is currently part of theTinyOSdevelopment tree, and

should be an integral part of the next stable release ofTinyOS.

We considered Deluge but in view of our sensor and control applications of interest

we decided to work with an alternative to theTinyOSoperating system calledSOS

[124]. SOSoffered an alternative working design for network reprogramming for the

three following reasons. First theSOSoperating system utilizes a basic kernel which

should only have to be installed on the mote once. The second key element is that the

SOSkernel supports small, typically one-twentieth the size ofa TinyOSapplication,

dynamically loadablemodulesover a network. Last, theSOSkernel supports a robust

routing protocol, similar to MOAP [116], to distributemodulesover a wireless network.

We built neclab, our networked embedded control system software environment

usingSOS. Specifically,neclabis a collection of software consisting of five main com-
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ponents. The first component,build utilities, is a set of utilities designed to build and

download all required software tools and libraries in orderto useneclab. The second

component,SOS, is an operating system developed by the Networked and Embedded

Systems Lab (NESL) at UCLA.SOSis a highly modular operating system built around

a message passing interface (MPI) which supports various processor architectures, in-

cluding those on the MICA2 Motes. The third component,sos utilities, are the utilities

to facilitate code development and deployment ofSOS modules. The fourth component,

necroot, is a file system structure and language designed to seamlessly interconnect in-

dividual motes for distributed control. The fifth component, FreeMat utilities, are a

set of utilities to facilitatewnecsdesign using FreeMat. FreeMat is a free interpreter

similar to MATLAB but has two important advantages. First, FreeMat supplies a direct

interface for C, C++, and FORTRAN code. Second, FreeMat has abuilt-in API for

MPI similar to MatlabMPI [52].

neclabprovides a mini-language built on facilities similar to those supported by

UNIX. A modern UNIX OS supports facilities such as pipes, sockets and filters.neclab

allows the engineer to develop awnecsby designing controlmoduleswhich can be in-

terconnected usingnetworking message pipes. A networking message pipeis an ab-

straction to pass arrays of structured binary data from one module to another over a

network. A networking message typeindicates how the data should be handled, for

example, descriptors are used to indicate standard, error,routing, and control messages

which are passed over a network; e.g. control messages are indicated by thecontrol

message type.

Specifically, anetworking message pipeis used to interconnect data flows between

networking sources, networking filters, andnetworking sinks. A networking source

creates data which will be sent over a network tonetworking filters, andnetworking
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sinks. Similarly, anetworking filterwill receive data from either anetworking source

or anothernetworking filter. Thenetworking filterwill proceed to optionally modify

the data and send the new data to anothernetworking filteror networking sink. A

networking sinkis where the network data flow for a given route ends. In order to

implementnetworking message pipes we will use the network message passing protocol

provided bySOS. Like UNIX, SOSprovides a way to run and halt programs which have

a corresponding process id. These executable programs onSOSare known asmodules.

neclabprovides an interface to passnetworking configurationmessages to a module in

order to configure and enable the network flow of data betweenmodulesin thewnecs

at run-time.

Using these facilities we will demonstrate an implementation of a highly parallel

wnecsin which a secondary controller is reconfigured, while the primary controller

maintains a stable control-loop. Once reconfigured, the roles of the two controllers will

be switched. Other, highlights will illustrate that a controls engineer can actually create

concise routing tables by simply describing awnecswith neclab. This is a natural result

of wnecsin general.

neclab’s use ofSOS’s dynamic memory allocation services, easily allows for a sys-

tem which enables a control engineer to work through the second and third phases of her

design project. This highly configurable environment without wires would have been

difficult to implement withTinyOSsinceTinyOSdoes not support dynamic memory

management.SOSon the other hand does. OtherSOSfeatures whichneclabutilized

are the ability to dynamically share functions and load executable files (modules) over

a wireless channel while theSOSkernel is still running.SOSimplies flexibility, and as

a result it was chosen as the core component toneclab. For a more detailed discussion

on the advantages and differences ofSOSas compared to other solutions, refer to [44].
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neclabis not the first project to utilizeSOS. Other projects such as Yale’s XYZ Sensor

Node project [70] and various projects at NESL are starting to useSOSsuch as the

RAGOBOT [35].

In presentingneclab, we will illustrate its use by presenting a typical undergraduate

control lab problem modified to be awnecs. We will then generalize this problem,

by describing a tutorial application, which a user can create if five MICA2 Motes and

a programming board are available. As the tutorial application is described we will

highlight the various components ofneclabwhich highlight the many issues that have

to be addressed in order to develop a robustwnecs.

5.2 Problem Description

Consider an undergraduate controls laboratory experimentthat teaches a student

how to control the position of a metal ball on a beam. The experiment uses a motor

as an actuator, and two variable Wheatstone bridges for sensing. The bridges measure

angular position of the motor, and the absolute position of the ball on the beam. In

the first laboratory experiment, the students are required to determine the actual model

parameters of the ball and beam plant [126]. The next lab [125] teaches the student

how to control the exact position of the ball on the beam. The student designs and

implements the control system using MATLAB, Simulink [74],and the Wincon server

for real-time control [98]. The sensor inputs and outputs are accessible through the

MultiQ board. We are going to replace this system usingneclab, the MICA2 motes and

a general purpose I/O boards developed for the MICAbot [79].

Figure 5.1 illustrates such a system. Withneclab installed on a host computer

a MICA2 N gateway mote is typically accessed via a serial port. Figure5.1 indi-

cates that MICA2N gateway is interconnected to a MIB510 programming board. See
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[23] for additional details on the MIB510. In order to control the ball and beam

plant the following control loops (jobs) need to be implemented (spawned). First the

MICA2 N actuator needs to reliably control the angular positionα of the beam. This is

achieved by controlling the angular positionθl of the motor. The actuator will receive a

desired angular position set-point and will control the motor. In networking terms, the

MICA2 N actuator behaves as anetworking sinkfor networking messages, and takes

actions based on the messages sent to itscontrol standard input. According to [125] the

desired response time for controllingα should be around 0.5 seconds. This is a fairly

aggressive target to meet for the low data rate wireless network control system. As a

result, we have initially kept this control loop internal tothe MICA2 N actuator. In

order to do this we link this code statically to the kernel in order to guarantee a stable

control loop on start-up. The second control loop involvingthe actual position of the

ball, requires around a 4 second settling time, which is reasonable to implement over the

wireless channel. This loop is accomplished by MICA2N sensor sampling data from

the ball position sensor output with the ATmega 128L built-in 10 bit A/D converter (see

[5] for additional information on this chip’s features). The MICA2 N sensor behaves

as anetworking sourcefor generating networking messages, sending its data alongto

MICA2 N controller-A and MICA2N controller-B respectively. Depending on which

controller is enabled, the enabled controller will behave as anetworking filterby cal-

culating an appropriate command to send to MICA2N actuator based on the users

desired set-point received. Figure 5.2, illustrates how this system can be implemented

usingSOSmodules and messages which we will refer to as we discussneclab.

136



5.3 neclab

Looking at figure 5.2, one can appreciate the number of distinct software com-

ponents required for an engineer to obtain a workingwnecs. In this figure the en-

gineer has successfully built and installed kernels on five motes, loaded all the re-

quired modules on to the network, and created routing tablesin order to create a stable

closed loop controller to monitor and maintain the positionof the ball. In order to

useneclabthe engineer must first download the 1.x version ofSOSto a unix based

PC. The locationSOSis installed will be referred to as SOSROOT;neclabwill be in

the SOSROOT/contrib/neclabdirectory which will be referred to as NECLABROOT.

From there all the engineer needs to do is follow the instructions in the NECLAB-

ROOT/READMESOS-1.X file. The first task thatneclabwill do for the user is down-

load, build and install all the necessary tools to build and install software on the MICA2

motes so to work with the FreeMat environment. Once the toolsare installed,neclab

will apply some minor patches in order to fully utilize theSOSsoftware. From there

the engineer should test and fully understand the example blink lab. The blinklab is

discussed in Appendix A.

5.3.1 build utilities

neclabhas been designed so that a user does not require root access to build and

install her tools. This offers two distinct advantages, thefirst being that the user can

modify any appropriate component that is needed to maximizethe performance of

the system. For example,neclabactually downloads and allows the user to build an

optimized BLAS (Basic Linear Algebra Subprograms) libraryusing ATLAS (Auto-

matically Tuned Linear Algebra Software) [132]. Second it provides all users with a

consistent tool-kit eliminating potential software bugs associated with not using a con-
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sistent tool-chain. The key tool used is the buildtool makefiles program which reads

a configuration file located in NECLABROOT/etc/build.conf and generates a custom

makefile for all the following tools:

• perl – key tool for various utilities inneclab[129]

• avr-binutils – used for the MICA2 and MICAz motes [37]

• avr-gcc – used for the MICA2 and MICAz motes [36]

• avr-libc – used for the MICA2 and MICAz motes [82]

• ATLAS – used with FreeMat[132]

• FreeMat [6]

• uisp – used to load an image on to the MICA2 and MICAz motes [81]

• tcl – (Tool Command Language) required for the tk library [95]

• tk – graphical user interface toolkit library required for python [95]

• python – [128] used in conjunction with pexpect [115] for automation

• SWIG – [8] is a tool to connect programs written in C and C++ with high-level

programming languages such as perl and python.

The auto-generated makefiles are then installed in each corresponding

NECLABROOT/src/buildutilities/< tool > directory and invoked to download, build

and install each< tool >. The installation directory is in NECLABROOT/tools/. As

a result any user can build and use her own tools, without having to ask the system

administrator for permission!
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5.3.2 SOS, andsos utilities

Referring back to Figure 5.2, on the local host PC (HOSTPC), the engineer has

just finished creating awnecsusing theneclabrun tool provided byneclab. Each mote

has a kernel; however, they do not have to be unique, as is clearly shown in Figure 5.2.

For example, the MICA2N gateway mote has the sosbase kernel which has a statically

linked module which we will refer to by it’s process id SOSBASE PID. Other motes

such as MICA2N sensor, MICA2N controller-A, and MICA2N controller-B have a

blank sos kernel with no statically linked modules. Finally the MICA2 N actuator has

a custom kernel, customsos, with statically linked modules ANGPOSSEN PID (a

module which manages the angular position sensor), and MOTACT PID (a module

which controls the angular position on the motor). The custom sos kernel was required

to generate a pwm output in order to drive the H-Bridge on the MICAbot board. The

remaining modules which are dynamically loaded and unloaded over the network, are

either in an active or inactive state. When in an inactive state they do not consume any

additional processor RAM but do take up program space in the flash.

In order to load and unload the modules the following programs are required. First,

the sos server, sossrv, needs to be built, installed and started.neclabmanages this with

the makerules andneclab{sim,run} commands. The makerules first manage building

and installing sossrv into NECLABROOT/tools/bin. Theneclab{sim,run} commands

can be used either to begin a simulation of awnecswith the neclabsim command or

to run awnecsusing theneclabrun command. Either command can be treated as

equivalent for discussion. Theneclabrun command starts the sossrv and connects it

to the MICA2 N gateway mote. Figure 5.2 indicates that sossrv is listeningfor clients

on HOSTPC via the loop-back interface on port 7915 while listening for incoming

packets filtered through the MICA2N gateway attached to /dev/ttyS0.
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Next theneclabrun tool creates an input fifo and starts theSOSmoddgw client.

The moddgw client is anSOSapplication that runs natively on a PC, it provides a

shell like interface in which user input can be redirected tothe fifo for automation. The

moddgw client maintains a database file .modversiondb local to where it is started.

This database tracks the different dynamic modules which are loaded and unloaded

from the network. If another engineer chose to use the same motes in the lab, they will

either need access to this file or re-install new kernels on all the motes. As a result

neclabmakes sure that the moddgw is started such that the database is located in a

publicly accessible directory such as /tmp so others can access and run their own exper-

iments. Theneclabrun tool then proceeds to build all the required network modules,

load them on to the network, and establish the networking routes for the control system.

Lastly, the closed loop control system is enabled and can be monitored and modified as

necessary.

Another toolneclabprovides is the createmoduleproto tool to generate a new

module prototype for beginning development.neclabhas built into its makerules a

mechanisms to generate tags files to assist in tracking all the interrelationships that

modules have with the kernel and other modules. Once the engineer has a satisfac-

tory implementation she can use the appropriate options from theneclabrun tool to

easily rebuild and re-install new module images as necessary. These tools provide a

stream-lined mechanism for simulating and generatingwnecs. Building off of SOS’s

novel technique of tracking module version numbers as they are dynamically loaded

and unloaded.neclabhas created a file-structure known asnecrootto track, simulate,

and developwnecs.
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5.3.3 necroot

Modules are tracked by their process id, similar to a processid generated by the

ps command on a unix machine. This id is actually used to direct messages which are

passed on anSOSnetwork. Every message passed on theSOSnetwork has a corre-

sponding destination process id and address. The process idfield; however, is only

8 bits, which supports only 255 unique process ids. Clearly more than 255 unique

modules will be developed to be run on theSOSoperating system, so there needs to

be a clean way to address this limitation.SOSuses two files to define the associa-

tion of a process id with a given module, modpid.h and modpid.c. The genmod pid

tool combined with makerules and thenecrootdesign allow for dynamic generation of

mod pid.h and modpid.c for a corresponding lab project.

In necrootthe NECLABROOT/src/necroot/modules.conf provides a line by line list

in which each entry consists of a full-path to a corresponding module and a short de-

scription of the module. Each item is delimited by a colon. The module process id

is parsed directly from each modules.conf entry and added tomod pid.h. The corre-

sponding description is then added to modpid.c for simulation and debugging. Fur-

thermore, static modules and modules to be loaded over the network are uniquely

identified by grouping these modules between the< static >, < /static >, and

< network >, < /network > tags respectively. The modules.conf is to serve as

a global file, in it the key modules forneclabare listed. These entries include the

moduledpc module (MODD PC PID) andneclab’s configuring module (CONFIG-

URING PID). The moduledpc module, is a statically linked module which runs on the

moddgw client. The configuring module provides an interface for creatingnetwork-

ing sources, networking sinks andnetworking filters. It also provides the interface to

configure modules and enable thecontrol standard input/control standard outputnet-
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working design referred to in the introduction. The remaining modules are identified in

the engineer’s NECLABROOT/labs/ballbeamlab/etc/modules.conf.local file.

The next issue is to create a design which would allow a user toeasily manage pro-

gramming and tracking each corresponding mote’s kernel andmodule configuration.

This is solved by the construction of the NECLABROOT/src/necroot/etc/network.conf

and the corresponding

NECLABROOT/labs/ballbeamlab/etc/network.conf.local files. Each entry follows

nearly the same language structure as the build.conf file described in thebuild utili-

ties section. The only difference instead of identifying a tool,each entry describes a

mote and all the properties local to that mote. Using the build motemakefiles tool, a

custom makefile for each mote described in the network configuration files is gener-

ated. Then thenecrootdirectory structure is generated in the ballbeamlab directory.

Furthermore the engineer can useneclabrun with the appropriate options to build and

install the corresponding kernel on to her motes. For reference, a typical network.conf

entry for a mote is as follows:

<mote>

SOS_GROUP = 13

ADDRESS = 2

NECLAB_PLATFORM = mica2

KERNEL_DIR = ${NECLABROOT}/src/patched_sos-1.x/sosbas e #$

X = 6

Y = -12

Z = 5

LOC_UNIT = UNIT_FEET

TX_POWER = 255
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#CHANNEL = ? has no effect for mica2

</mote>

The configuration language is GNU Make combined with some XML-like tags to sep-

arate each mote entry. Although, not true for mobile motes, each non-mobile mote has

a fixed location. This information is typically used for geographic routing protocols,

such as those implemented on Yale’s XYZ platform.SOShas built in the capability

to track the location of each mote into its kernel; hence, theX, Y, Z, and LOCUNIT

entries. Theneclabproject assisted in this design by introducing the Z dimension, a

LOC UNIT to associate relative position with a given dimension,and a gpsloc vari-

able to track GPS location information. The gateway mote should typically assign itself

a GPS location in order to assist with routing and interconnecting of other laboratories

around the globe. Presently, gpsloc maintains precision down to one second. A sample

GPS entry, here at Notre Dame would have the following format(note the Z coordinate

is an elevation relative to sea-level in feet).

GPS_X_DIR = WEST

GPS_X_DEG = 86

GPS_X_MIN = 14

GPS_X_SEC = 20

GPS_Y_DIR = NORTH

GPS_Y_DEG = 41

GPS_Y_MIN = 41

GPS_Y_SEC = 50

GPS_Z_UNIT = UNIT_FEET

GPS_Z = 780

Note, each platform thatSOSsupports has a wireless radio setting unique to each mote.
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In the above sample the radio was set to full power.neclabis also working on formal-

izing the interface to modify the frequency and channel of the radio. As the comment

notes, the MICA2 mote does not currently support the channelinterface; however, the

MICAz mote does. The other parameters such as theSOSGROUP id is used to fil-

ter radio packets out in the network that do not belong to thatparticular group. Each

mote entry should have a unique, (SOSGROUP, ADDRESS) pair. Being able to group

motes and designate different channels, provides one way toallow multiple laboratories

to interact and perform co-operative tasks.

For example, the ball and beam lab, can be modified to simulatethe transfer of one

ball from one station to another, as might be done in transferring parts from one as-

sembly cell to another. Furthermore, by building in the ability to group the motes and

assign each group to a separate radio channel, we have created a mechanism to cre-

ate groups which can co-operate without worrying about generating radio interference.

This feature we plan to exploit with the MICAz motes when developing routing algo-

rithms between groups. The routing will be implemented between the gateway motes

of a group. The gateway mote will typically be attached to their respective HOSTPC

and the routing of packages will occur over the Internet.

Finally, the issue of declaring the desired kernel is addressed with the KERNELDIR

entry. The KERNELDIR entry provides the full path to the desired kernel to be loaded

and built. Any modules that the engineer plans to staticallylink in her kernel should be

addressed in her respective kernel makefile.

After the engineer has successfully built her newly creatednecrootfile structure,

the following root tree will result.

[user@host_pc ball_beam_lab]$ find ./ -name "mote * "

./root/group13/mote1
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./root/group13/mote2

./root/group13/mote3

./root/group13/mote4

./root/group13/mote5

./root/group14/mote1

./root/group14/mote2

./root/group14/mote3

./root/group14/mote4

./root/group14/mote5

[user@host_pc ball_beam_lab]$

In each mote directory there is a module configuration file, corresponding to every mod-

ule identified in the corresponding modules.conf and modules.conf.local files. These

are used in conjunction with the configuring module to set module parameters and set

up routes in the network. Looking in the mote1 directory for example the user will see

the following additional files.

[user@host_pc ball_beam_lab]$ ls -1 root/group13/mote1/ * .mod

root/group13/mote1/ball_beam_con.mod

root/group13/mote1/ball_pos_sen.mod

root/group13/mote1/configuring.mod

root/group13/mote1/moduled_pc.mod

root/group13/mote1/ang_pos_sen.mod

root/group13/mote1/mot_act.mod

[user@host_pc ball_beam_lab]$

These user editable files provide an interface in order to usethe configuring module to

create routes. These routes can be configured using the command line or can optionally
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be declared in the routing.conf file. All lines starting witha # are comments. What the

following segment of routing.conf should illustrate is that we have created a compact

language to describe networking routes. The netsource, netfilter, and netsink com-

mands are intended to emphasize that a module will be configured to be in one of those

three states. The optional arguments such as –d{0,1} are to show that the engineer

can describe up to two destinations and the behavior is determined by the respective –

m{0,1} option which describes thenetworking message typefor each destination. This

allows an engineer to redirect control data flow into error data flow for monitoring for

example. It should also be noted that although we are using the necrootfile system

to maintain and describe our routes, an ad-hoc routing module could be designed to

utilize the configuring module interface in order to build arbitrary networking routes

based on some metric. This language can further be utilized to describe these routes

using a graphical user interface.

The ball beamlab’s etc/routing.conf file is as follows:

#!/bin/sh

#routing.conf

#define some constants

TIMER_REPEAT=0;TIMER_ONE_SHOT=1

SLOW_TIMER_REPEAT=2;SLOW_TIMER_ONE_SHOT=3

MSG_STANDARD_IO=35;MSG_ERROR_IO=36

MSG_CONTROL_IO=37;MSG_ROUTING_IO=38

cd $NECLABROOT/labs/ball_beam_lab/root/group13

#Main control-loop

#MICA_2_N_sensor -> MICA_2_N_controller-A -> MICA_2_N_a ctuator

#Secondary control-route
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#MICA_2_N_sensor -> MICA_2_N_controller-B

#Configure the MICA_2_N_sensor (mote2/ball_pos_sen) rou tes

net_source -m mote2/ball_pos_sen -t "$TIMER_REPEAT:1024 " \

--d1=mote3/ball_beam_con --m1=$MSG_CONTROL_IO \

--d2=mote4/ball_beam_con --m2=$MSG_CONTROL_IO

#Configure MICA_2_N_controller-A (mote3/ball_beam_con ) routes

net_filter -m mote3/ball_beam_con -t "$TIMER_REPEAT:204 8" \

--d1=mote5/mot_act --m1=$MSG_CONTROL_IO \

--d2=mote1/moduled_pc --m2=$MSG_ERROR_IO

#Configure MICA_2_N_controller-B (mote4/ball_beam_con )

net_sink -m mote4/ball_beam_con -t "$TIMER_REPEAT:2048"

#Configure MICA_2_N_actuator (mote5/mot_act)

net_sink -m mote5/ball_beam_con -t "$TIMER_REPEAT:256"

#Activate the routes $

net_enable {mote5/mot_act,mote4/ball_beam_con}

net_enable {mote3/ball_beam_con,mote2/ball_pos_sen}

As shown in Figure 5.2, three routes are clearly established. One route establishes the

control loop from sensor to controller to actuator. A secondroute delivers sensor and

controller debugging information back to a gateway mote. A third route enables a sec-

ond controller to act as a slave. The ball-position-sensor module on mote2 is configured

as anetworking source, generating acontrol standard input outputmessage to be sent

to the ball-beam-controller module, on mote3 every second or 1024 counts. The ball-

beam-controller on mote3 is configured as anetworking filter. As anetworking filter

it handlescontrol standard input outputmessages from mote2’s ball-position-sensor,

computes the appropriate command and sends acontrol standard input outputmessage
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to mote5’s motor-actuator module. Furthermore mote3’s ball-beam-controller mod-

ule will generate a debugging message destined for the gateway mote1’s non-resident

moduledpc module every two seconds. By sending information to the gateway mote,

neclabcan support remote monitoring. The moduledpc module was arbitrarily chosen

to illustrate that an arbitrary non-resident module id can be reserved in order to pass a

message up to the sossrv program and a client can be designed to handle and display

this message on the engineers HOSTPC display. Terminating the control loop route as

a networking sink, mote5’s motor-actuator, handlescontrol standard input outputmes-

sages from mote3’s ball-beam-controller and actuates the beam. The motor-actuator

controls the angular position of the beam and requires a faster control loop of a quarter

of a second; hence, the timer is set to 256 counts.

5.3.4 FreeMat utilities

TheFreeMat utilitieswill provide an interface for users familiar with MATLAB to

appropriately modify configuration parameters forneclabmodules designed and writ-

ten in C. These utilities are currently the least developed for neclab; however, the major

design problems have been confronted. There were numerous obstacles which had to

be overcome in order to develop these utilities. The first accomplishment was getting

FreeMat to build and install. Second was to integrate ATLAS,so that the engineer can

have an optimized matrix library for simulation and development. Third was to develop

the configuring module to allow a higher level networking protocol to be implemented

in order to interconnect modules in a manner similar to the MPI protocols identified in

the introduction. Lastly, was identifying SWIG as a possible candidate to assist with

generating shared libraries to allow us to interface ourSOSmodules with FreeMat. We

have used SWIG to generate interface files and shared libraries for python which we
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have used to create our initial graphical user interface application. We have also used

SWIG to interface to our configuring module and do initial testing of the module. Al-

though, FreeMat does provide a native interface for C and C++programs, we feel that

learning to effectively use SWIG to handle interfacing withSOSwill allow a more flex-

ible development environment in which users ofneclabcan use whatever high-level

software tools they desire to use.

The FreeMat utilitieswill allow an engineer to generate her own routing tables

while allowing users to receive and monitor data from modules using theFreeMat

client. The FreeMat clientwill connect to the sossrv and relay all data destined for

theFREEMATMOD PID. Setting parameters and displaying data should be transpar-

ent due to the configuring interface provided by the combinedconfiguring module and

the data flash swapping interface provided bySOS. The configuring interface provides

all the necessary elements for a module to establish up to tworoutes, configure a timer

and change up to 8 bytes of parameter data in the modules RAM. To handle larger data-

sizes the user can either rely on the largerSOSRAM memory block of 128 bytes. The

difficulty is that there are only four 128 byte RAM blocks available for the MICA2 and

MICAz motes onSOS. The problem is further compounded in that the radio requires

at least one 128 byte block to receive anSOSmessage over the network. In order to

simultaneously send and receive a 128 byte message, a second128 byte block of RAM

needs to be allocated by the radio. This means that the user essentially has only two

128 large blocks of RAM available for allocation and they should be used for temporary

operation such as being allocated to perform linear algebraroutines. The second option

is to dedicate a section of internal flash memory for storing configuration parameters

and reading the configuration parameters into the local stack during module run-time.

This is a preferred option because swapping in 256 bytes of data into the stack should
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only require around a tenth of a millisecond. This is a feasible option as long as the en-

gineer utilizes the co-operative scheduler provided bySOS, and avoids interrupt service

routines, and nested function calls which require large amounts of the stacks memory.

Being able to effectively manage the RAM and stack will allowneclab to sup-

port a much larger design space. For example, by gaining the ability to configure

up to 256 bytes of data, the engineer can begin to develop four-by-four full-state ob-

servers. The following sections of configuring.h illustrate both thenetworking config-

uration andcontrol standard inputinterface. Thenetworking configurationis defined

by the configuringmessagetype. Thecontrol standard inputis handled using the stan-

dard io messaget and indicated by the MSGCONTROL IO message id.

#define MSG_CONFIGURING MOD_MSG_START

#define MSG_CONFIGURING_ENABLE (MOD_MSG_START + 1)

#define MSG_CONFIGURING_DISABLE (MOD_MSG_START + 2)

/ * #define MSG_ * _IO * /

#define MSG_STANDARD_IO (MOD_MSG_START + 3)

#define MSG_ERROR_IO (MOD_MSG_START + 4)

#define MSG_CONTROL_IO (MOD_MSG_START + 5)

#define MSG_ROUTING_IO (MOD_MSG_START + 6)

/ * #define MSG_ * _IO * /

#define CONFIGURING_SOURCE (1<<0)

#define CONFIGURING_SINK (1<<1)

#define CONFIGURING_FILTER (1<<2)

#define CONFIGURING_ENABLED (1<<3)

#define CONFIGURING_CONFIGURED (1<<4)

#define CONFIGURING_RESERVED (1<<5)
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#define CONFIGURING_TIMER_0_BIT_0 (1<<6)

#define CONFIGURING_TIMER_0_BIT_1 (1<<7)

#define CONFIGURING_TIMER_0 0

#define SIZE_OF_MULTI_HOP_PACKET SOS_MSG_HEADER_SIZE

#define SIZE_OF_MSG_SMALL_BLOCK (32)

#define SIZE_OF_MSG_LARGE_BLOCK (128)

typedef struct destination_type{

uint16_t daddr; / * Destination address * /

sos_pid_t did; / * Destination pid * /

uint8_t type; / * Message type to send * /

} __attribute__ ((packed))

destination_t;

#define CONFIGURING_N_DESTINATIONS 2

typedef struct configuring_type{

uint8_t flag; / * source, sink, etc. * /

uint8_t size; / * Size of user data * /

sos_pid_t pid; / * pid of user module * /

uint8_t pad; / * pad for alignment * /

/ * destinations takes up to 8 bytes * /

destination_t destinations[CONFIGURING_N_DESTINATION S];

uint8_t data[8]; / * 8 bytes for user to store

user specific data * /

} __attribute__ ((packed))

configuring_t;/ * 20 bytes leaving 12 bytes for 6 function

151



pointers in the app_state_t structure

= 32 bytes = SIZE_OF_SMALL_BLOCKS

for the avr processor * /

typedef struct configuring_message_type{

int32_t interval; / * The ticks/counts you want to place

for the timer if timer < 0 the

timer is disabled by definition! * /

configuring_t conf;

} __attribute__ ((packed))

configuring_message_t; / * 24 byte packet leaving 8 bytes

(8 required) for multi-hop routing

worst case * /

typedef enum {UINT8_T, INT8_T, UINT16_T, INT16_T,

UINT32_T, INT32_T, FLOAT_T,

USER_STRUCT_T} standard_io_types;

typedef struct standard_io_message_type{

/ * Engineer can send a vector of data_types * /

uint8_t data_r;

/ * Engineer can send an array of structures

as long as the size_of is specified * /

uint8_t data_size_of;

/ * One of standard_io_types * /
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uint8_t data_type;

/ * sid of sender of standard io message * /

sos_pid_t sid;

uint8_t data[MAX_STANDARD_IO_LENGTH]; / * 32-8-4=20 * /

} __attribute__ ((packed))

standard_io_message_t;

Refer to theneclabdocumentation for additional details.

5.4 Conclusion

In developingneclabmany challenging design issues were addressed and solved.

neclabfirst addressed the need to have a consistent tool chain, suchas cross-compilers,

for the MICA2 motes. This design problem was solved usingneclab’s build utilities.

The next design issue to be addressed was automating all the tasks associated with load-

ing software on to the MICA2 motes. This was addressed by developing sos utilities.

These utilities assisted in generating new modules, loading modules on to the network,

building and installing new kernels on to the MICA2 motes. The next design issue was

to create a mechanism to track the type of kernels and properties of each MICA2 mote

on the network. This was accomplished, using thenecrootdesign. Building on the tools

developed frombuild utilities, the network.conf file provides a simple interface to man-

age each motes kernel, static-modules, radio configuration, location, group, and address

properties. Next by showing a well-designed configuring module interface combined

with necrootwe demonstrated an efficient way to establish routes using a routing.conf

file. Finally, all these components allow us to build a set ofFreeMat utilitiesto enable

control-engineers to developwnecs, using a MATLAB like interface.

Using the routing.conf file, we also illustrated how controlsystems naturally create
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their own routes. The sensor is anetworking source, creating a time-base for the system

and generating messages to be routed to either anetworking filter, or networking sink.

The controller is anetworking filter, receiving messages from the sensor, modifying the

data and sending an appropriate message to either anetworking filter, or networking

sink. In the ball and beam example the controller sent a command message to the mo-

tor actuator. The motor actuator behaved as anetworking sink, receiving the messages

from either anetworking sourceor networking filterand applied the appropriate input to

the motor. We also showed in the ball and beam example how by utilizing a redundant

controller we can accomplish the reprogramming on the fly. Specifically, the second

controller, initially configured as anetworking sink, can be reconfigured with new con-

trol parameters and then switched to become anetworking filterwhile configuring the

initial controller to be anetworking sink. This shows that if a control system requires

extensive time to reconfigure itself, the parallel architecture just described, can safely

do so without having to risk having the system go unstable. This is a valuable feature,

which may be used for control, reconfiguration and fault diagnostics and identification,

switching control, etc.

Working with the memory constrained MICA2 and MICAz motes, we identified

a unique way to increase our module configuration space. State-space control appli-

cations, in particular, those which require a state-observer, require large amounts of

memory to describe a model of the system. In order to describethe system and make

it re-configurable, we have identified that a section of internal flash can be reserved for

reading in module control parameters into the stack during module run-time. Using

SOSwith it’s co-operative scheduler, an engineer can wirelessly send new control pa-

rameters to the internal flash section in order to reconfigureand tune a state-observer.

The current implementation is slower, however, due to the increased memory read times
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from the internal flash section.

Although, neclab, is in its initial release, it has become a fairly advanced piece

of software. One limitation, is related to the limited message routing infrastructure.

Presently,neclabrelies on the built inSOSmessage routing structure, which is quite

advanced; however, configuration messages can only be established if the gateway mote

can access an individual node directly on the network. We areparticularly interested

in adding a more advanced routing interface, to enable multiple-hop routing for initial

configuration. We are going to be actively usingneclabfor designingwnecs, and hope

the control-community will findneclaba useful tool for their own research.

5.5 Blink Example

As shown in Figure 5.3, a basic network has been created and a blink module has

been loaded and enabled on each MICA2 mote in order to controlthe blink rate of the

yellow, green, and red LEDs. Each mote is a member of group 2, and each mote name

corresponds to its address (mote1 has an address of 1). The blink module utilizes the

configuring module interface and a module specific LED structure. The LED struc-

ture contains the state of each LED, a basic clock structure for each LED, and a mask

to selectively filter the state of a given LED. Mote1 serves asa networking sourcein

which its timer is configured to repeat every 1024 counts or one second. Once con-

figured, and enabled by a MSGCONFIGURING ENABLE message, mote1’s blink

module will change the status (on/off) of the red LED every 4 seconds, green LED ev-

ery 2 seconds, and the yellow LED every 8 seconds. Each time the ledstate changes

a MSG STANDARD IO message is delivered to mote2’s blink module. Figure 5.3

indicates that mote1 currently has the yellow and green LEDson. The message re-

ceived by mote2 contains the new ledstate of mote1. Mote2, configured as anetwork-
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ing filter masks the received ledstate such that only the red and green led state will

pass. As a result only mote2’s green LED is indicated as on. Inthis example, we

chose to let the interval timer for mote2’s blink module update the new status of the

led state on the physical blink display so there could be a delay up to half a second.

This is done to illustrate that we can isolate the handling ofasynchronous events with

a synchronous task. Last, the filtered ledstate of mote2 is delivered to mote3 as a

MSG STANDARD IO message. Mote3, configured as anetworking sinkupdates the

newly received ledstate and displays the lit green LED with a lag of no greater than

half a second. Note that modules on the network can be enabled/disabled by broad-

casting a MSGCONFIGURING{ENABLE,DISABLE} message or motes can be en-

abled/disabled individually. Configuring messages are delivered reliably to individual

motes, using the SOSMSG RELIABLE interface. As a result, configuring messages

which are broadcast can not currently be acknowledged as being reliably sent; however,

may still be deemed useful for a quick initial shutdown of a system.

156



Figure 5.1. Ball and Beam Network Embedded Control System.
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Figure 5.2.neclabblock diagram for ball and beam control.
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Figure 5.3. blinklab network routing diagram.
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APPENDIX A

NETWORKED EMBEDDED CONTROL SUBJECT TO RANDOM DELAYS

A.1 Strictly Positive Real and Strictly Input/Output PassiveLTI Systems

It is not clear that anyone has formally stated that if aLTI system isstrictly-input

passiveit is alsostrictly-output passive. Possibly this was implicitly understood in the

earlier literature forLTI systems [25, 133, 135] in which the definition for astrictly-

input passivesystem (Definition 3) was termedstrictly passive. A strictly passive

(strictly-input passive) system withfinite l2-gain is strictly-output passive. There is

an emphasis in the literature thatstrictly passive(strictly-input passive) systems may or

may not havefinite l2-gain, however, there is no specific statement that astrictly-input

passive LTIsystems hasfinite l2-gain. This is emphasized by the fact that both [59,

Corollary 1] [60, Corollary 2] note that discreteSPR LTIsystems are indeed stable.

Definition 12 [60, 122] LetH(s) be a square rational transfer matrix ins. H(s) is

said to be strictly-positive real (SPR) if

a) All elements ofH(s) are analytic inRe(s) ≥ 0;

b) H(jω) + HT(−jω) > 0, ∀ω ∈ R

c) i. lim
ω→∞

ω2[H(jω) + HT(−jω)] > 0, if |D + DT| = 0

ii. lim
ω→∞

[H(jω) + HT(−jω)] > 0, if |D + DT| 6= 0
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Definition 13 [60, 122] LetHd(z) be a square rational transfer matrix inz. Hd(z) is

said to be SPR if

a) All elements ofHd(z) are analytic in|z| ≥ 1

b) Hd(e
jθ) + HT

d (e−jθ) > 0, ∀θ ∈ [0, 2π]

Note that both definitions are slightly more restrictive than those given by [122], how-

ever they are consistent with previous statements relatingSPRto strictly-input passive

systems [25, 60, 133]. Thus by Definition 12 and Definition 13 continuous and discrete

SPR LTIsystems are stable which implies thatstrictly-input passiveor strictly-output

passivesystems are also stable. It has already been shown thatstrictly-output passive

systems havefinite l2-gain, it remains to be shown thatLTI strictly-input passivesys-

tems also havefinite l2-gain.

Theorem 12 [80] TheL2/l2-gain of a LTI system described by a transfer matrixH(p)

equals theH∞ norm ofH defined by

||H||∞ = sup
p∈Ω

||H(p)|| (A.1)

whereΩ is the right half planeΩ = C0 for the continuous time (CT) case, and the

exterior of the unit circleΩ = D1 in the discrete time (DT) case. Moreover, for rational

transfer matrices with no poles inΩ (such as SPR systems), the supremum can be

calculated on the boundary ofΩ (the imaginary axis in the CT case and the unit circle

in the DT case).

Therefore, from Theorem 12 a continuous/discreteLTI strictly-input passivesystem

which is SPRhas finite L2/l2-gain which implies theLTI system isstrictly-output

passive[127, Remark 2.3.5].
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Corollary 10 Every continuous/discrete LTI system which is strictly-input passive has

finiteL2/l2-gain, therefore it also strictly-output passive.

A.2 Observer Simulation Equations

In order to simulate an observer for a continuousLTI plant in which the actual state

space matrices for the actual passive plant are denoted

{Aa ∈ Rn×n,Ba ∈ Rn×p,Ca ∈ Rp×n,Da ∈ Rp×p}. The actual discrete equivalent

matrices for a passive system are computed appropriately asdescribed by (2.47), (2.48),

(2.49), (2.50), and (2.51), and denoted as{Φoa,Γoa,Coa}. If the observer is imple-

mented on the plant side for aLTI strictly-input passiveor strictly-output passiveplant

as depicted in Fig. 2.6 and described by Corollary 6, then thesystem can be described

by
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in which

Γefoa = Γoa(I − bDefo). (A.3)
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Similarly, if we implement the observer for a continuous plant on the “controller side”

(i.e. when the plant is more accurately depicted as having a flow input and correspond-

ing effort output) as depicted in Fig. 2.6 and described by Corollary 7 then the system

can be described by







x̂(k + 1)

x(k + 1)






=







Φfeo KeCoa

−1
b
ΓoaCfeo Φoa













x̂(k)

x(k)







+







Γfeo

Γfeoa






(

√

2

b
uoc(k) + roc(k))






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in which

Γfeoa = Γoa(I −
1

b
Dfeo). (A.5)
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APPENDIX B

MATHEMATICAL PRELIMINARIES: WIRELESS CONTROL SUBJECT TO

ACTUATOR CONSTRAINTS

B.1 Discrete Markovian Jump Linear Systems

Much work has been accomplished, that allows us to determineif a random con-

trol system is stochastically stable [49, 50, 55, 108, 110].Unfortunately stochastic

definitions for stability such asstochastic stable (ss), mean square stable (mss), expo-

nentially mean square stable (ems), andalmost sure stable (as)do not imply any form

of deterministic stability such asLyapunov stability[55]. One class of systems which

has received much attention, is the (continuous/discrete)MJLS. MJLS are stochastic

systems which have been shown to be equivalentlymean square stable (mss), exponen-

tially mean square stable (ems), andalmost sure stable (as)[31, 50]. TheMJLSmodel

was initially used to justify the design of controllers of systems subject to discontinu-

ous or abrupt changes in particular they are used to modelingexponential failure/repair

distributions [16]. Most recently these systems have been used to model and simulate

wnecs[68, 108–110].

Following the notations used by in [49], a discreteMJLScan be described as shown
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in (B.1).

xk+1 = A(rk)xk + B(rk)uk (B.1)

yk = C(rk)xk

The discrete sequencek ∈ (1 . . . N) in which N can be infinite, the internal process

statexk is governed by the discrete matricesA(rk), B(rk) while the process outputyk

is described byC(rk). The matricesA(rk), B(rk), C(rk) are linear discrete matrices

dependent only on the Markov staterk. The Markov staterk is a discrete time, dis-

crete state Markov chain which has distinct values in the finite setS = {1, 2, . . . , s}.

The transition probabilities,πk, which can be recursively determined at stepk by the

following difference (B.2).

πk+1 = Γ′πk (B.2)

Γ ∈ ℜsxs is the state transition matrix such that each elementpij = Pr{rk+1 = j|rk =

i} ≥ 0 and that for alli ∈ S the following equality holds
∑s

j=1 pij = 1. It is interesting

to note that these conditions do not require the Markov chainto be stationary; however,

if all elementspij > 0, then the transition matrixΓ will be irreducible and aperiodic.

This implies that a unique stationary distributionπ∗ will result, independent of the

initial stater0 this distribution can be determined from (B.3).

Γ′π∗ = π∗ (B.3)

It should be apparent from (B.3) thatπ∗ is the unit eigenvector of the unit eigenvalue

which can be calculated by solving for the null space of(Γ′ − I). A wnecs, which

relies on feedback over an iid Bernoulli channel is an irreducible and aperiodic Markov

process. Defining the probability of a successful radio transmission asp and defining
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rk = 1 for a successful transmission, the state transition matrixΓ has the following

form.

Γ =







p 1 − p

p 1 − p






(B.4)

A fundamental result for these systems is the following Theorem 13 [49].

Theorem 13 System (B.1) withu = 0 is said to be stochastically stable if and only if

for a given set of symmetric matrices{Wi > 0 : i ∈ S}, there exists a set of symmetric

solutions{Mi > 0 : i ∈ S} of the following coupled matrix equations

s
∑

j=1

pijA
′

iMjAi − Mi = −Wi (B.5)

B.2 Memoryless Nonlinearities

Two general classes of memoryless nonlinearities are to be reviewed. The first

class of these nonlinearities is known assectornonlinearitiesφ(u(x)) in whichy(x) =

φ(u(x)) ∀x in whichx can be continuous timet or discrete timei.

Definition 14 [25, Definition I-1.1] Letφ : R → R with φ(0) = 0. We say that

φ ∈ sector (k1, k2) iff k1u
2 < uφ(u) < k2u

2, ∀u ∈ R with u 6= 0.

Many equivalent statements can be made in regards to a memoryless scalar sector non-

linearity.

Theorem 14 [25, Theorem I-1.2] Letk1, k2 ∈ R with k1 ≤ k2. Let φ : R → R with

φ(0) = 0. Such that the following statements are equivalent:

i) k1 ≤ φ(u)
u

≤ k2, ∀u 6= 0

ii) k1u
2 ≤ uφ(u) ≤ k2u

2, ∀u ∈ R
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Figure B.1. Nonlinear controller arrangement studied in [15, 41, 42].

iii) [φ(u) − k1u][φ(u) − k2u] ≤ 0, ∀u ∈ R

iv) |φ(u) − cu|2 ≤ r2|u|2, ∀u ∈ R

where

c
△
=

1

2
(k1 + k2), r

△
=

1

2
(k2 − k1), k1k2 = c2 − r2

When the inputu is a vector, such a set of equivalent statements are difficultto make.

However, the following definition is fairly general and applies to a large class of sector

nonlinearities. Note also that these sector nonlinearities can be typically treated as time

varying if desired.

Definition 15 [53, Definition 10.1] A memoryless nonlinearityφ : Rm → Rm is said

to satisfy a globalsectorcondition belonging to sector[K1, K2] if

[φ(u) − K1u]T[φ(u) − K2u] ≤ 0, ∀t ≥ 0, ∀u ∈ R
m (B.6)

holds for some real matricesK1 andK2, whereK = K2 − K1 is a positive definite

symmetric matrix. If (B.6) holds with strict inequality, thenφ(·) is said to belong to a

sector(K1, K2).

In [15, 41, 42] the following nonlinear control blockβ(u(x)) has been shown to

effectively create stable control systems which are subject to an even broader class of
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memoryless nonlinearities,σ(u(x)), as depicted in Figure B.1. The controller has been

studied whene(x) = r(x) − y(x), x = t in which G andGc are (strictly)-positive

real[15]. Later it was studied whene(x) = r(x), x = t (x = i) andG andGc form

a passive-exponentially(geometrically) passivepair [41, 42]. The only constraints on

these memoryless nonlinearities is thatσ : Rm → Rm and∀i ∈ {1, 2, . . . , m}, if

ui(x) = 0 thenσi(u(x)) = 0. Therefore,β(u(x)) = diag(β1(u(x)), . . . , βm(u(x))),

where

βi(u(x)) =















σi(u(x))
ui(x)

, if ui(x) 6= 0

1, if ui(x) = 0

(B.7)

We note that the latter case whenui(x) = 0 has been defined as being arbitrary, how-

ever, we chose to use1 because whenui(x) = 0 thenσi(u(x)) = ui(x) by assumption,

hence,σi(u(x))
ui(x)

= ui(x)
ui(x)

= 1 whenui(x) = 0. Therefore,

β(u(x))u(x) = σ(u(x)) (B.8)

and we also note that

βT(u(x)) = β(u(x)) (B.9)

in whichx ∈ {i, t}.

Furthermore this allows us to propose the following definition:

Definition 16 A memoryless nonlinearityσ : Rm → Rm is said to satisfy a global

sectorcondition belonging to sector[k1, k2] if

k1u
Tu ≤ uTσ(u) ≤ k2u

Tu, ∀u ∈ R
m (B.10)

holds anyk1, k2 ∈ R. If (B.10) holds with strict inequality, thenσ(·) is said to belong
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to a sector(k1, k2).

Theorem 15 Letk1, k2 ∈ R with k1 ≤ k2. Letσ : Rm → Rm with σi(ui = 0) = 0, i ∈

{1, . . . , m} andβ(u) satisfies (B.7). Such that the following statements are equivalent:

i) (k1I − β(u)) ≤ 0 and(β(u) − k2I) ≤ 0, ∀u ∈ Rm

ii) k1u
Tu ≤ uTσ(u) ≤ k2u

Tu, ∀u ∈ Rm

Proof 20 i) → ii) first we prove the left half of the inequality holds for both defini-

tions.

uT(k1I − β(u))u ≤ 0, ∀u ∈ R
m

k1u
Tu ≤ uT(β(u)u), ∀u ∈ R

m (B.11)

k1u
Tu ≤ uTσ(u), ∀u ∈ R

m (B.12)

Note that the simplification from (B.11) to (B.12) is a directresult of application of

the definition forβ(u). The proof for the right half of the inequality is as follows:

uT(β(u) − k2I)u ≤ 0, ∀u ∈ R
m

uT(β(u)u) ≤ k2u
Tu, ∀u ∈ R

m (B.13)

uTσ(u) ≤ k2u
Tu, ∀u ∈ R

m (B.14)

.

ii) → i) is fairly obvious when we substituteσ(u) = β(u)u anduTu = uTIu in to

(B.10) which yields

k1u
TIu ≤ uTβ(u)u ≤ k2u

TIu, ∀u ∈ R
m (B.15)
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in which

uT(k1I − β(u))u ≤ 0, ∀u ∈ R
m (B.16)

(k1I − β(u)) ≤ 0, ∀u ∈ R
m (B.17)

similarly,

uT(β(u) − k2I)u ≤ 0, ∀u ∈ R
m (B.18)

(β(u) − k2I) ≤ 0, ∀u ∈ R
m (B.19)

and completes the proof.

Next we provide the following definitions and theorem which relates how the bounds

on the achievable maximum and minimum singular values forβ(u) relate to the sector

[k1, k2] bounds.

Definition 17 The maximum achievable singular value squaredσMAX(β(u))2 is

σMAX(β(u))2 △
= max(σM (β(u))2), ∀u ∈ R

m (B.20)

in whichσM (β(u)) denotes the maximum singular value of the resulting matrixβ(u)

for a givenu.

Definition 18 The minimum achievable singular value squaredσMIN (β(u))2 is

σMIN(β(u))2 △
= min(σm(β(u))2), ∀u ∈ R

m (B.21)

in whichσm(β(u)) denotes the minimum singular value of the resulting matrixβ(u) for

a givenu.
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Theorem 16 For a given sector[k1, k2] nonlinearity:

i) σMIN (β(u))2 = 0 if eitherk1 = 0, or k2 = 0, or σ(u) ∈ C1, k1 < 0 < k2.

ii) σMAX(β(u))2 = max(k2
1, k

2
2).

Proof 21 Sinceβ(u) is a diagonal matrix, thenσM(β(u)) = max(|λM(β(u))|, |λm(β(u))|)

in whichλM(·) denotes the maximum eigenvalue andλm(·) denotes the minimum eigen-

value ofβ(u).

i) If k1 ≥ 0 thanσMIN(β(u))2 = k2
1, therefore onlyk1 = 0 will satisfyσMIN(β(u))2 =

0 for this case. Next ifk2 ≤ 0 thanσMIN(β(u))2 = k2
2, therefore onlyk2 = 0 will

satisfyσMIN (β(u))2 = 0 for this case. Lastly, Ifσ(u) ∈ C1, then ifk1 < 0 < k2,

then there exists au such thatσi(u)
ui

= 0, ui 6= 0 which implies thatσMIN (β(u))2 =

0.

ii) From Theorem 15-i, we see thatmin(λm(β(u))) = k1, ∀u ∈ Rm andmax(λM(β(u))) =

k2, ∀u ∈ Rm, thereforeσMAX(β(u))2 = max(k2
1, k

2
2).
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APPENDIX C

MATHEMATICAL PRELIMINARIES: WIRELESS DIGITAL CONTROL OF

CONTINUOUS PASSIVE PLANTS OVER TOKEN RING NETWORKS

C.1 Key Formulas For Finite Markov Chains

We summarize some key results given by [113] as they allow us to evaluate various

random processes which can be described by a finite Markov Chain. We assume the

chain can be described by a finite set of statess ∈ {1, . . . , m} and the state transition

matrix P . If the chain is an absorbing chain, it will reach an absorbing state with

probability1. An absorbing state is one that once reached, it will not leave that state

(i.e. P(i,i) = 1). Hence, we are interested in the following processes:

1. uj: The number of times the process is in the nonabsorbing statej before being

absorbed.

2. v: The number of steps taken before absorption.

3. w: The number of different nonabsorbing states entered before absorption.

4. x: The state in which the process is absorbed.

Using the following notation:

1. Pri[p]: The probability thatp occurs when the process is started in statei.

2. Mi[f ]: The mean value of the random variablef when the process started in statei.
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3. Ci[f, g]: The covariance off andg when the process is started in statei.

The transition matrix can be put in a canonical formP in which the absorbing states

are placed first such that

P =







I 0

R Q






(C.1)

From which we can compute the following first and second moments based on the

fundamental matrixN = (I − Q)−1 as given in Table C.1.

TABLE C.1

FIRST AND SECOND MOMENT STATISTICS FOR AN ABSORBING

MARKOV CHAIN [113]

First Moment Second Moment

N = {Mi[uj]} = (I − Q)−1 N2 = {Mi[u
2
j ]} = N(2Ndg − I)

τ = {Mi[v]} = Ne τ2 = {Mi[v
2]} = (2N − I)Ne

H = {Mi[w]} = NN−1
dg e

In whichNdg is a matrix with the same diagonal elements asN and0 elsewhere, and

e is a column vector of ones. It is also given thatB = {Pri[x = j]} = NR. Denoting

the covariance ofv giveni asσ2
v = {Ci[v, v]} can be calculated as follows:

σ2
v = τ2 − diag(τ)τ = [2N − I − diag(Ne)]Ne = [2N − I − diag(τ)]τ . (C.2)
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C.2 Formulas for Calculating Packet Error Rates

The bit error ratePber is the percentage of bits dropped per transmission of a bit, it

depends on the signal to noise ratio i.e.Pber = f(snr). The packet error ratePper is the

percentage of packets dropped per transmission attempt. Ifno coding scheme is used

to correct for bit errors in a packet, which is typically done, and if we assume the bit

errors are independent. Then the packet error rate is

Pper = 1 − (1 − Pber)
np (C.3)

in which np is the number of bits in a packet. Therefore, we focus our discussion on

how to obtain an estimate of the bit error rate.

The bit error rate is dependent on the received signal powerPr, the thermal noise

powerPtn, the “noise” factor associated with the receiverF , and the average noise from

every interfererPnI . The bit error rate is typically calculated using the signalto noise

ratiosnr or the signal to interferer noise ratiosinr.

snr =
Pr

FPtn

(C.4)

Typically, thesnr does not explicitly include the noise factorF associated with the re-

ceiver electronics (i.e.F = 1) however, unlike interference noise it has a multiplicative

effect on reducing the effectivesnr.

sinr =
Pr

F (Ptn + PnI)
(C.5)

Typically, the power is expressed in dBm in which0 dBm represents1 mW of power,

and the signal to noise ratio and noise factor can be expressed in dB. Therefore we
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assume power is expressed in mW and denote

SNR = 10 log10

Pr

FPtn

= PR − NF − PTN (C.6)

in which PR = 10 log1o(Pr)dBm,NF = 10 log1o(F )dB (denoted as the noise figure),

andPTN = 10 log1o(Ptn)dBm. WhenF = 1, NF = 0, we denote the corresponding

SNR asSNR1. Similarly we denote

SINR = 10 log10

Pr

F (Ptn + PnI)
= PR − NF − PTN+I (C.7)

in whichPTN+I = 10 log1o(Ptn + PnI)dBm.

As the name suggests, the thermal noise power is dependent onthe temperature

of the environmentT (Kelvin), and the bandwidthB (Hz) of the receiver. Denoting

Boltzmann’s constant ask in whichk = −198.6 (dBm/degreesK-Hz), we can calculate

the thermal noise power as

PTN = −198.6 + 10 log10 T + 10 log10 B dBm. (C.8)

The received power is dependent on the transmitted powerPt, the receiver and

transmitter antenna gainsGr, Gt, the distance between the receiver and transmitterd,

the average unobstructed distancedo, the path loss exponentn, and the wavelength of

the transmissionλ, λ = c
f
. In which c is the velocity of light (3.0 × 108 m/s) andf is

the carrier frequency. These relationships are described by the following formula:

Pr =















PtGtGr(
λ

4πd
)2, if d ≤ do;

PtGtGr(
λ

4πdo
)2( d

do
)n, otherwise;

(C.9)
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which is the Friis free-space equation whenn = 2, when transmissions occur with

obstructions it is generally higher [99]. In terms of dB

PR =















PT + GT + GR − 20 log10
4πd
λ

, if d ≤ do;

PT + GT + GR − 20 log10
4πdo

λ
− 10n log10

d
do

, otherwise;

(C.10)

in which GT = 10 log10(Gt) andGR = 10 log10(Gr). Which, in terms off given in

MHz fMHz the received power can be written as

PR =















PT + GT + GR + 27.6 − 20 log10 fMHz − 20 log10 d, if d ≤ do;

PT + GT + GR + 27.6 − 20 log10 fMHz − 20 log10 do − 10n log10
d
do

, otherwise;

(C.11)

With the path loss defined asPL(d) = PT − PR, it will have the following form:

PL(d) =















−GT − GR − 27.6 + 20 log10 fMHz + 20 log10 d, if d ≤ do;

−GT − GR − 27.6 + 20 log10 fMHz + 20 log10 do + 10n log10
d
do

, otherwise;

(C.12)

which agrees with [99, (16)] for the case whend > do = 1 meter andGT = GR = 0.0

dB. Table C.2 summarizes our discussion thus far.

The table lists a new term known as the receiver sensitivityS [99], which is typically

provided by the manufacturer of the digital radio. The additional termSNRmin denotes

the minimum acceptableSNR such that the bit error rate (or packet error rate) achieves

some minimal acceptable level.
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TABLE C.2

KEY TERMS AND FORMULAS TO DETERMINE RECEIVEDSNR.

Term Symbol Formula

receiver antenna gain (dB) GR 10 log10(Gr)

transmitter antenna gain (dB) GT 10 log10(Gt)

path loss (dB) PL(d) (see. (C.12))

transmitted power (dBm) PT 10 log10(Pt)

received power (dBm) PR PT − PL(d)

thermal noise power (dBm) PTN −198.6 + 10 log10 T + 10 log10 B

min. accept. signal to noise ratio (dB)SNRmin

receiver sensitivity (dBm) S SNRmin + PTN + NF

receiver noise figure (dB) NF 10 log10(F )

signal to noise ratio (dB) SNR PT − PL(d) − NF − PTN

C.2.1 Packet Error Rates for 802.15.4 As a Function ofSNR and Transmission Dis-

tanced.

The 802.15.4 standard specifies the physical layer and theMAC layers for a wireless

network [40]. The physical layer specifies the type of modulation and carrier frequen-

cies which will be used to transmit data over a network. In particular, we will concern

ourselves with the radio which uses a carrier frequency around 2450 MHz and each

channel has a corresponding bandwidth of2 MHz. The modulation uses a four bit off-

set quadrature phase-shift keying (O-QPSK), in which each of the 16 data symbols is

mapped to a corresponding 32-chip pseudo-random noise (PN)sequence [40, pp. 45-

47]. As such a significant, coding gain is achieved in transmitting individual bits. The
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Figure C.1. Bit error rate as a function ofSNR.

following formula in [40, p. 643] can be used to relate thePber as a function of thesnr

Pber(snr) =
8

15

1

16

16
∑

k=2

−1k

(

16

k

)

e(20×snr×( 1

k
−1)). (C.13)

The correspondingPber(SNR) is plotted in Figure C.1. Figure C.1 also includes the

corresponding curve in which

Pber(snr) = Q(
√

2snr), Q(x) =
1

2π

∫

∞

x

e−
u2

2 du. (C.14)

Figure C.1 shows that (C.14) which was used in [111] to model the 802.15.4 bit error

rate, fails to capture the significant coding gain for the respective modulation scheme.
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The CC2420 is a true single-chip 2.4 GHz IEEE 802.15.4 compliant RF transceiver

designed for low power and low voltage wireless applications [48]. The published

sensitivity is typically−95 dBm with a minimum allowable of−90 dBm. The sen-

sitivity corresponds to a received power level in which thePper < 1% for a 20 byte

length packet (np = 160 bits). In order to achieve such a lowPber, the Pber <

[1 − (1 − Pper)
1

np ] = 6.28 × 10−5 which corresponds to aSNRmin > 0.41 dB. As

such the noise figureNF is typically 15.44 dB which can be as high as20.44 dB for

some transceivers. With this information, and noting that each channel has a bandwidth

of 2.0 MHz, we can generate the following figures which showPper as a function of

transmission distance: Figure C.2, Figure C.3, Figure C.4,and Figure C.5. As to be ex-

pected the free space transmission distances were longer for the samePper, what was a

bit surprising was the significant loss in transmission distance when the sensitivity was

increased from−95 dBm to−90 dBm. We chose three different packet lengths120

bits (nh + nfcs = 120, nd = 0 bits),248 bits (nd = 128 bits), and1080 bits (nd = 960

bits). The largest amount equals the most data you can fit in the receive and transmit

buffers for the CC2420.
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Figure C.2. Packet error rate (PT = 0 dBm,S = −95 dBm) as a function of
transmission distanced, packet lengthnp in free spacen = 2.
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Figure C.3. Packet error rate (PT = 0 dBm,S = −90 dBm) as a function of
transmission distanced, packet lengthnp in free spacen = 2.
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Figure C.4. Packet error rate (PT = 0 dBm,S = −95 dBm) as a function of
transmission distanced, packet lengthnp not in free spacen = 3.3, do = 8

meters.
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Figure C.5. Packet error rate (PT = 0 dBm,S = −90 dBm) as a function of
transmission distanced, packet lengthnp not in free spacen = 3.3, do = 8

meters.
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