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CONTROL OF PASSIVE PLANTS WITH MEMORYLESS NONLINEARITIES
OVER WIRELESS NETWORKS

Abstract

by
Nicholas E. Kottenstette

This dissertation shows how to develop wireless networkebeslded control sys-
tems (vnec$ in which the controller and the plant are isolated and cdy oeract
over a wireless network. Many of the new results presentethased opassivityand

scatteringtheory. In particular we show how to:

1. synthesize discrete tingassive strictly-input passiveandstrictly-output pas-
sivesystems from their continuous counterparts usiimar-product equivalent

sample and holdiPESH) block (with an optionapassiveobserver),

2. create a data-drop out, and delay toleidasstabledigital control network for a

continuougpassiveplant in which:

(a) the continuoupassiveplant can also be subject to various memoryless non-

linearities such as actuator saturation,

(b) the digital controller only needs to be run wheassivelata is received over

the wireless network,

(c) the entire control network has been simulated on a thiealy validated

wireless ring token network,
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(d) a new “power junction” is introduced in which multiplegpits and con-

trollers can interact while preservipgssivity

(e) a new distortion measure is used to evaluate these toetworks,
3. determine the capacity, and mean delays of a wirelessokem network.

We conclude with a presentation néclalh a set of python and C based tools used to

help an engineer simulate and develapecs
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CHAPTER 1

INTRODUCTION

A wireless networked embedded control systemsgcs$ is a special class ofet-
workedcontrol systems [2, 3], in which a collection of intercontegtplant sensors,
digital controllers, and plant actuators communicate wébh other over wireless chan-
nels [11, 45, 54, 66, 68, 84, 108]. These wireless channelsrderconnection of the
network are typically maintained by a medium access comiexthanismNAC), and
a specific routing protocol. ThRIAC, routing protocol, transceivers, and desired data
rates, all affect the delay characteristics of the datagoeansmitted over a network. In
existingwnecsliterature, how a specifiMAC affects control performance is typically
not treated; also assumptions requiring some boundedsliamtdelay are typically
made (with the exception of a few references [66, 68] in wiiehformer investigates
data dropout policies and the latter investigates spddii€s in order to improve per-
formance).

This dissertation takes a two pronged approach in devedopirecs The first de-
velops a control theory which allows us to tolerate long,nown time varying delays
and data dropouts. The second evaluates our control systeramaccurate model for
a wirelessMAC and network routing protocol. The first approach is accosmed and
discussed in detail in Chapter 2 and Chapter 3. Chapter 2sskels the control gfas-
sivesystems in which the effects of memoryless input nonlitiesrsuch as actuator

saturation are ignored. Chapter 3 addresses the contpassivesystems subject to



memoryless input nonlinearities and provides a viabletsmiio compensate for these
memoryless input nonlinearities. Chapter 4 specificallgigs the control systems de-
veloped in Chapter 2 which are implemented over a wireleksntaing network in
which the transceivers and data packets comply with thel802 standard. Chapter 5
concludes with a presentationmédclal a set of tools used to help an engineer simulate
and developvnecs

Chapter 2 presents a general framework to synthésigmbledigital control net-
works for passiveplants in which the control command and plant sensor datdbean
subject to delays and dropouts. Chapter 2 forms a basis fohmiuChapter 3 and the
latter half of Chapter 4. Theassiveplants and controllers are interconnected using
wave variablesvhich are created using a scattering transform (see Se2tiot for
additional details). A Linear Time InvariantTl) system igpassivef and only if it is
positive real PR). Furthermore, &TI system isstrictly-input passivevith finite 12/ L2-
gainif and only if it is strictly positive real(SPR), see Section A.1 and [25, 60, 133].
Finally a strictly-input passivéSPR) LTI system is alsatrictly-output passivehow-
ever the converse is not true. For examp#tractly-output passive LT8ystem can have
zeros on either the imaginary axis for continuous time sgster on the unit circle for
discrete time systems. Many stability results can be deteunby simply studying the
input-output mappings gbassivesystems. However, Lyapunov [4, 73, 112] storage
functions based on the internal states giassivesystem do exist such that we can
determine if Tl system is (3R (Lemma 4). These storage functions can also be de-
rived from the study oEuler-Lagrange Systensystems [94] anélamiltoniansystems
[127].

Chapter 3 addresses how actuator constraints, such aatgatiand other memo-

ryless nonlinearities can adversely affect stability.tle@c3.1 opens with a motivating



example showing how a discrete mean square stable consitelnsyf a continuous first
order plant in which the pole is strictly in the right half pand subject to Bernoulli
data drop outs will be destabilized when subjected to inptutaior saturation. Thié-
stablenetworks presented in Chapter 2 can tolerate both timengugglays and data
drop outs. However, we show that memoryless input nonlitieassuch as actuator sat-
uration can eliminate our desir@assivityproperties of a given plant. In Section 3.2.4,
using aninner-product recovery blockPRB) we prove that we can synthesizd?a
stabledigital control network which is subject to memoryless inhpanlinearities.

Chapter 4 is concerned with a detailed study of wirelesgaligontrol ofpassive
plants over token ring networks. In this chapter we deritevoek capacity (see Defini-
tion 9), and characterize the delays for our ring networkmterrying correlated data
between the controller and plant in dérstablenetworks (Section 4.2). In Section 4.3
we study further the resultindistortion (Definition 10) between a desired position set
pointd,. (i) and the resulting position output from the plé@pt (i) and examine how a
passivealiscrete time varying lossy data reductidDR algorithm affects this distortion.
In Section 4.3.2.1, we provide a proof showing thabaelasynchronous controller can
create d>-stablenetwork. In simulations this new controller obtained lowlestortion
levels than our controller which relied on adaptive data passion and required sig-
nificantly less computations to implement.

In Chapter 5, a software environment is introduced catleclah that is a software
environment designed to allow easy deployment of netwogtatdledded control sys-
tems, in particular wireless networked embedded contrstesys calledvnecs The
components ofheclabare presented in the following and described in terms ofsstla

cal control experiment, the ball and beam.



1.1 Motivating Examples of Wireless Networked Embeddedt@biBystems

As technology continues to lower costs and ease developrhemiecs applications
which requirewnecsare in development and deployment stages. Applicationgeran
from static wireless networks which monitor water leveld aontrol gates in irrigation
canals to mobile networks which attempt to provide reaktisituation awareness to
soldiers on the ground. These and other applications widliseussed in the following

subsections.

1.1.1 lIrrigation Control and Storm Water Drainage Contysttems

In Australia, a decentralized control system has been imeiged for the flow con-
trol of water in irrigation channels [18] which has shown megsive results in perfor-
mance using a feed-forward compensation algorithm. Furtbee [18] shows promis-
ing simulations for a distributed control system which i$ved using recently estab-
lished convex programming techniques [24, 97]. Their satiohs indicatedhat their
distributed controller performed nearly as well as a cetirad H . controller.

An emerging application ofvnecsis related to reducing the number of combined
sewer overflow €CSQ events by regulating the flow of storm water into combined
sewer wastewater systentS§3 in order to prevent mixing of sewage and storm wa-
ter [92, 101]. When a large rainfall occurs the capacity & @&Scan be exceeded
and sewage and rainwater are combined, resulting to thealige of polluted storm
water into nearby lakes and rivers which leads to envirortaleollution and trig-
gers large fines from thEPA This is an extremely diverse and challenging problem
in which wireless sensing of storm water holding bas@SSwater and sewage levels,
and weather forecasting all can provide feed-back in omlenake distributed control

decisions to actuate valves which can regulate and divevsfio order to prevenESO



events.

1.1.2 Mobile Control Applications

Moving to applications involving mobile units, the follomg paper determines ways
to achieve optimal sampling of moving currents in an ocedn [B [61] algoritms are
given to determine optimal elliptical trajectories for eefl®f Slocum Gliders used to
explore the ocean. These algorithms have to contend with leer data rate, asyn-
chronous sampling, and large disturbances (due to the watkar currents) in order
to coordinate their computationally and energy limitedigts. In spite of these limi-
tations, their coordinated feedback control algorithrm#igantly improves sampling
performance.

The military is particularly concerned with coordinatiamdecontrol of multiple un-
manned aerial vehicle®JAV's) [104]. ThesdJAV's are used for urban surveillance and
reconnaissance in order to improve situation awarerte8s $oldier have to contend
with planning and implementing urban missions for a highbyplmear and dynamic
environment. Due to the close proximity of buildings, theemy is provided with
a three dimensional landscape to perform attacks. Thig thimensional landscape
results in a highly nonlinear environment to interact in.eTtructure of the city is
constantly changing with new buildings being built, carsving, etc. The combina-
tion of a nonlinear environment with the dynamically charggenvironment, allows us
to classify theSAproblem as a non-autonomous nonlinear control problemIZ3].
Furthermore, this means the soldier will enter a highly utaie environment. It is
hoped thatJAV's will help reduce the uncertainty of the environment wialso being
robust enough to navigate in such an environment. An intikay in which UAV's

may improveSAis by simply creating spatial diversity for ad-hoc commuaticn net-



works which will be less suspect to multi-path fading eféeict an urban environment
[9]. In summary, it is hoped that the usedRAV's for both surveillance and improved

communication networks will improveslAfor the soldier.

1.1.3 Heating, Lighting, and Power Control Applications

Over two-thirds of electricity generated in the US is for aoercial buildings in
which 40% is consumed by lighting. Research has shown tkeltigent lighting sys-
tems (LS) [26] can reduce electricity consumption by as much as 45 little en-
vironmental impact due to the addition of wireless sensimdj actuation components.
These lighting systems use remote ambient light, temperatéind motion sensors to
send information to a controller to vary the light levelstie room. The controller will
vary the light levels due to the presence/absence of a ugbeiroom and their own
demands [88, 105].

Spatially distributed power electronic systems, whichused in telecommunica-
tion, naval, and micro grid power systems are attemptingdetrimcreased demands for
reliability, modularity and reconfigurability. A recentt@te was published to address
these demands by showing wireless control of distributdtdge converters [78]. Two
different types of voltage converters were tested, a twolnieDC-DC buck converter
and a two-module voltage inverter. In each unit a masterestachitecture was cho-
sen in which the master controller would transmit an appab@mreference signal to
the slave. Although the delays were minimal, they creatgudifitant problems for the

two-module voltage inverter to compensate for.



1.1.4 Other Control Applications With Wireless Networks.

Many classic control applications attempt to stabilizetabke systems such as an
inverted pendulum. In [13] a dynamic delay compensatedrobat to balance an in-
verted pendulum using Bluetooth for wireless feedback wgsdemented. It was not
mentioned how long the controller could operate beforenfgil However, a similar
experiment fot using dynamic delay compensadi@ould only successfully balance
an inverted pendulum for about a minute using Bluetooth [12@dother paper simu-
lated and tested the flow of fluid in tanks [39]. Most other pape this field present
simulated resultfor idealized systems: [30, 110] simulate vehicle follog/problems,
[29, 93] simulate the information consensus problem, weiB simulate a binary con-
troller for a first order plant which is subject to a minimumtalaate transfer, [83]
simulates model-based control of nonlinear plants suchhaaverted pendulum and
positioning of a satellite subject to fixed update rates] @ formed simulation and
tested a helicopter simulator, comparing Bernoulli drdpand using a deterministic
scheduling algorithm (it is interesting to note thahanlinear limit-cyclein the ex-
periment resulted iminpredicted resultgespecially when the system was subjected to

Bernoulli dropout$.



1.2 A Brief Review of Quantization Results in Networked ®ys$

Although we did not research the effects of quantizatioa résearch in this field is
significant [87]. We highlight a few additional papers whiwwe addressed quantiza-
tion issues. Many papers in this area focus on designing amalpsource encoder of
the sensor data to be transmitted over a wireless channabareloptimally decoded
and sent to the controller. A recent paper looked at the proldlightly differently in
which a remote set point would be sent to remote control sy$ie which the sensor
and actuator were collocated) [106]. The approach of thiepoked at compressing
the set point in order to transmit a more precise set-poittt wilimited channel data
rate. The paper formulates and shows how to solve the faligwptimization problem
(1.1)

min  V2|[ (H, — T)F Han llln St.H is stable. (1.1)
K(M,N)

In which7 is the largesp-normed refrence signal from the finite set of referenceagn
Cr, andn = {Gumin + (Bmaz — Bmin)@}- Bmae i the largesp-normed distance between
any pair of signals C, while 3,,;, can be thought of as the largeshormed distance
of any pair of signals which are constrained to be within a&egicovering set of,.
The symbolu represents an upper bound on the probability of a decodnog. € is
the closed loop transfer functiofi’ (is the desired closed loop transfer function) of a
discrete single input single output plant with control g&in H, is the delayed system
which is dependent on the number of source encoder symhflsabd block channel
encoder length bitd/ such thatd,, = z~*H anda = log,(M) + N. The results of the
synthesis for a first order discrete time system show thapcession is most useful for
low noise channels, when the plant pole is more unstable &ed the desired response
time of 7" is long (the pole\ is near the unit circle).

Two papers have been presented relating optimal packebditqqoliciesP,.., (k) =



G(Y[k]) for linear discrete time systems which can be described blasdifference
equations [85, 86]. The latter paper is more general. Thatseare concerned with
addressing observer stability and minimizing the steadiest — oc) error variance

of the stater(k) from a Kalman filter. The results show that for point-to-fgaiireless
communication over mobile channels that regardless offstantaneous received Sig-
nal to Noise Ratiol'[k], no data packets should be dropped in order to maximize the
observer stability range. The articles also show that byidnog a measure of the noise
for the received packet, a form ofoss-layer feedbackhe average steady state error
variancee[oo| will be minimized. Finally the article showed that for sysi® which

did not utilize cross-layer feedbacthat an optimal dropping thresholf; could be
determined in order to minimizeloo] at the cost of reduced stability. The dropping
policy is if T[k] < Y1 the package should be dropped. The assumption for the noise
processY [k] is stationary and independent from one transmission toe¢ke(no other
assumptions are made such as the distributioif )of Stability of the filter in general
can be described in terms of the scalar state coefficleand probability distribution

function (pdf) of T (1.2).

Tr
E(Pay) = [ paf ()T < 42 (1.2)
0
Another article which has examined encoder and decodegmidsr control of
plants over networks is [123]. These additional texts piewviesults related to con-

trol and quantization [39, 63].



CHAPTER 2

DIGITAL CONTROL NETWORKS FOR CONTINUOUS PASSIVE PLANTS
WHICH MAINTAIN STABILITY WHEN SUBJECT TO FIXED DELAYS, TIME
VARYING DELAYS AND DATA DROPOUTS

This chapter provides procedures to synthegizgablenetworks in which the con-
troller and plant can be subject to delays and data dropdiiis. approach can be ap-
plied to control systems which use “soft-real-time” co@ime schedulers as well as
those which use wired and wireless network feedback. Theoapp applies to plants
and controllers which angassiveand allows for thespassivesystems to be either lin-
ear, nonlinear, and (or) time-varying. This framework esifrom fundamental results
related tgpassivecontrol, and scattering theory which are used to degagsiveorce-
feedback telemanipulation systems, in which we provideatsieview. Theorem 3
states how a (non)lineasttictly input or strictly outpu) passive plant can be trans-
formed to a discretesfrictly inpuf passive plant using a particular digital sampling and
hold scheme. Furthermore, Theorem 4(5) provide new sufficienditions fori? (and
L?)-stability in which astrictly-output passiveontroller and plant are interconnected
with only wave-variablesLemma 2 shows it is sufficient to use discreteve-variables
when data is subject to fixed time delays and dropouts in doderaintainpassivity
Lemma 3 shows how to safely handle time varying discvedge-variabledata in or-
der to maintairpassivity Based on these new theories, we provide an extensive set of

new results as they relate itd1 systems. For example, Proposition 2 shows hdwk
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strictly-output passivebserver can be implemented. We then present a new coopera-
tive scheduler algorithm to implement &astablecontrol network. We also provide an
illustrative simulated example which usegassiveobserver followed with a discussion

for future research.

2.1 Introduction

The primary goal of this research is to develop reliable \@gg control networks.
These networks typically consist of distributed-wirelsssisors, actuators and con-
trollers which communicate with low cost devices such asNHEA2 and MICAz
motes [54]. The operating systems for these devices, typoansist of a very simple
scheduler, known as a cooperative scheduler [44]. The catye scheduler provides
a common time-base to schedule tasks to be executed, hqvitestlees not provide
a context-switch mechanism to interrupt tasks. Thus, task® to cooperate in or-
der not to delay pending tasks, but this cooperative candit rarely satisfied. As
a result, a controller needs to be designed to tolerate vamgng delays which can
incur from disruptive tasks which share the cooperativeedaler. Although, other
operating systems can be designed to provide a more hartimeakcheduling per-
formance, the time varying delays which will ultimately beceuntered with wireless
sensing and actuation will be comparable if not more siganific Hence, the primary
aim of this chapter is to provide the theoretical framewaorkild /2-stablecontrollers
which can be subject to time-varying scheduling delays.hSesults are also of im-
portance as they will eventually allow the plant-controitetwork depicted in Fig. 2.6
to run entirely isolated from the plant as is done with telaipalation systems. Tele-
manipulation systems have had to address wireless comtsblgms [1] years before

the MICA2 mote existed and the corresponding literaturevidies results to address
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how to design stable control systems subject to transnms$tays in such systems.
Much of the theory presented in this chapter is inspired atated to work related to
telemanipulation systems. Thus, our introduction will cloide (Section 2.1.1) with a
brief review of telemanipulation, and how it relatespassivecontrol and scattering
theory in order too provide the reader some physical ingiglated to the framework
presented in Section 2.2.

Telemanipulation systems are distributed control sysiemgiich a human opera-
tor controls a local manipulator which commands a remotataied robot in order to
modify a remote environment. The position tracking betwéenhuman operator and
the robot is typically maintained by a passive proportiesiaivative controller. In fact,
a telemanipulation system typically consists of a seri¢éwok of interconnected two-
port passive systems in which the human operator and emagnnterminate at each
end of the network [89]. These passive networks can remabiestn-spite of system
uncertainty; however, delays as small as a few millisecaraigd cause force feedback
telemanipulation systems to become unstable. The ingtebibccur because delayed
power variables, force (effort) and velocity (flow), make ttommunication channel
nonpassive In [1] it was shown that by using a scattering transformatibthe power
variables into powewave variabled90] the communication channel would remain
passive in spite of arbitrary fixed delays. For continuousteays, if additional infor-
mation is transmitted along with the continuowave variablesthe communication
channel will also remain passive in the presence of timeingrgelays [91]. However,
only recently has it been shown how discretve variablegan remain passive in spite
of time varying delays and dropouts [11, 107]. We verified thibe true for fixed time
delays and data dropouts (Lemma 2). However, we provide plsioounter example

that shows this is not the case for all time-varying delays provide a lemma which
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states how to properly handle time varying discrete wavekb data and maintain
passivity(Lemma 3). The initial results from [107] build upon a novéithl sample
and hold scheme which allows the discrete inner-produatespad continuous inner-
product space to be equivalent [103, 118].

We build on the results in [118] to show in general how to tfama a (non)linear
(strictly inputor strictly outpu) passivesystem into a discretssifictly inpuf) passive
system (Theorem 3). We then formally show some iiestability results related to
strictly-output passivaetworks. In particular Theorem 2 shows how to make a discret
passiveplantstrictly-output passivandi?-stable Theorem 2 also makes it possible to
synthesize discretstrictly-output passiveystems from discretpassive LTIsystems
such as those consisting of passive wave digital filters. [8& will then use the scat-
tering transform to interconnect the controller to the piaith wave variablesWe use
Lemma 3 to show that the cooperative scheduler can allowvangng data transmis-
sion delays and maintain passivity between the plant antlaltar. As a result our dig-
ital control system implemented with a cooperative schedulll remain/?-stable We
conclude this introduction with a brief discussion of tesenpulation systemgassivity
and scattering theory from continuous time and classicrobframework. Section 2.2
provides the necessary definitions and theorems necessprggdent our main results.
Section 2.3 shows our main results and outlines how to desidpiver which allows
the digital controller to be implemented as a cooperatisk taanaged by a cooperative
scheduler, such as the one provided3©®S Section 2.4 concludes with a simulation
implementing the cooperative scheduler to control a passrgtem. Section 2.6 sum-

marizes our key findings and discusses future researcttidinec
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2.1.1 Passive Systems and Telemanipulation.

Passive systems are an important class of systems for whaghubov like functions
exist [25, 73, 112, 127]. The Lyapunov like function arisesnf the definition of
passivity (2.1). In passive systems (2.1), the rate of changstored energy,; .
is equal to the amount of power put in to the systBmminus the amount of power

dissipated’,;,s which is greater than or equal to zero.

Estore - Pm - Pdiss (21)

As long as all internal states of the system are associated with stored energy in the
system, we can show that a passive system is stable when abpower is present
simply by settingP;,, = 0. P;,s > 0 implies thatEstore < 0 which shows the system is
Lyapunov stable. By using either the invariant set theoreBasbalat’'s Lemma [112]
we can prove asymptotic stability [89]. These passive systean be interconnected
in parallel and feed-back configurations and are fundarhentaponents in telema-
nipulation systems [89]. When a telemanipulation systecaris millisecond commu-
nication delays between the master controller and slavapulator instabilities can
occur. These delays primarily destabilize the system lsscthe communication chan-
nel is no longer gassiveslement in the telemanipulation system [90]Jave variables
are used here to communicate commands and provide feedibaelemanipulation
systems, because they allow the communication channehtainepassive for arbi-
trarily fixed delays. The variables which traditionally imetpast were communicated
over a telemanipulation channel werewer variablesuch as force and velocity ().
Power variablesgenerally denoted with ageffort andflow pair (e, f.) whose product
is power, are typically used to show the exchange of enertyyds® two systems using

bond graphg17, 38]. Some other exampleseffort andflow pairs ofpower variables
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Figure 2.1. Telemanipulation system depicted in the s-Donsabject to
communication delays.

are voltage and current(4), and magnetomotive force and flux ratg,{). Wave

variablesare denoted by the following pair of variables, {.), the transmission wave
impedanceé > 0 and the channel communication time delayQ0]. The transmission
between the master and slave controller (as depicted in2Fign the s-Domain) are

governed by the following delayed equations:

us(t) = um(t — T) (2.2)

U (1) = vs(t = T) (2.3)

in which the input waves are computed using

1

Uy, (1) = —\/%(bfm(t) + em(t)) (2.4)
1

vs(t) = ﬁ(bfsd(f) —ec(t)) (2.5)

These simple wave variable transformations, which can péeapto vectors, allow us

to show that the wave communication channel is both passiddassless assuming
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zero initial conditions.

t

b 1
Estore(t) - /PzndT - / . §U;Um -+ 5113—113 2 0 (26)
t—
0

In Fig. 2.1, the transfer function associated with the nrast@nipulator is denoted by
G..(s) and is typically gpassivanass. Furthermore, the slave manipulator is denoted by
the transfer function;7s(s) and is typically gpassivemass. Theassive‘proportional-

derivative” plant controllefs»(s) has the following form:

Bs+ K

S

Kpp(s) = (2.7)

The plant controller is “proportional-derivative” in thersse that the integral of the flow
variablef, yields a displacement variabje which is then multiplied by a proportional
gain K and derivative ternB. Note that the final position of the plant is dependent on
the systems initial conditiorRassivitywill be preserved in this configuration.

Figure?? depicts a more fundamental system which we desire to studhiich the
controllerG,(s) is interconnected to the plaatyp(s) with wave variables. I8,(s) =
0 then it can be shown thdt (s) is positive real foivb > 0 (see [75] for explanation of
K (s)) which implies the system [gassiveand stable [75, Section B]. We may be able to
show that the system i$* stable wher,(s) = 0 using Theorem 2in [76]. However, we
will show that it is sufficient fork p (s) andG p(s) to be modified to bstrictly-output
passivein order to satisfyL? stability Vb > 0 in which bothe,(s) andr,(s) can be
signals inL?. The proof for bothL? and/? stability is given in Section 2.3.  Although
the wave variablesu(,v,) do not need to be associated with a particular direction as
do the power variables, when interconnected with a pairfoftdind flow variables an

effective direction is implied. Fig. 2.2 shows how to implkem the wave transform for
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Figure 2.2. Block diagrams depicting the wave variablegfammation
(simplified version of Fig. 3 in [121]).

Figure 2.3. A fixed delay-insensitive system in which a passontroller
commands a passive plant.

both cases. Fig. 2.1 can be modified to yield the followindesysin which a passive
controllerKpp(s) is able to command a passive pl@#j(s). The plant will follow the

negative flow set-point,(s). If we precede the flow set-point with a causal derivative

filter Ga(s) = -5 then the plant will track a desired displacement set-pgi(i).
The following observations, have been made by simulatirggsystem: If the plant

IS apassivemass, then the plant displacement will equal the negats@attement set-

point at steady state. If the plantpsissiveand stable such as a mass-spring-damper,

then steady state error will occur. So far the discussiontéleen place with respect

to the continuous time domain in which it has been shown te&yed data to and
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from the controllerk'»(s) can occur in an isolated manner such that a passive control

system can be designed.

2.2 Passive Control Theory

Passive control theory is extremely general and broad iitlzgoplies to a large
class of controllers for linear, nonlinear, continuous digtrete control systems. In
[25] control theory for continuous and discrete passivaesys is presented. In par-
ticular, passive control theory has been used in digitiaptive controtheory to show
stability of variousparameter adaptation algorithnis7]. Additional texts which dis-
cuss nonlinear continuous passive control theory are [¥3, 127]. In [94] a compre-
hensive treatment is dedicated to the passive control ohAss@f nonlinear systems,
known asEuler-Lagrange Systemg&uler-Lagrange Systentan be represented by a
Hamiltonianwhich possess a Dirac structure that allows dissipativeearsigy stor-
age elements to be interconnected to ports without causalfgation [117, p. 124].
Thus, in [117] an extensive treatment on intrinsically passontrol using Generalized
Port-Controlled Hamiltonian Systems is presented, inigaer as it relates to telema-
nipulation and scattering theory. Our presentation ofigagontrol theory focuses on
laying the groundwork for discrete passive control the@emirrors the continuous
counterpart results presented in [127], and is based ofie@tontinuous and discrete

time framework presented in [25].

2.2.1 [? Stability Theory for Passive Networks

Definition 1 Thel? space is the real space of all bounded, infinitely summalsie-fu
tions f (i) € R™. We assumég (i) = 0 for all : < 0 and note thaiR™ could be replaced

with C™ in (2.8) without loss of generality. Denotir{g -) as an inner product [7], the
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I? space is the set of all functiorfg:) which satisfy the following inequality (2.8).
D (), (i) < o0 (2.8)
=0

A truncation operator will be defined as follows:

f@@), fo<i<N

fali) = (2.9)

0, otherwise

Likewise the extendeld space,/?, is the set of all functiong'(i) which satisfy the

following inequality (2.10).

=

(f7(@), f(i)) < oo, N >1 (2.10)

~
I
o

Note that/> c . Typically/? is defined with the summation £6 and the truncation
operator includesV [57, p. 75] [25, p. 172], however, these definitions are equiv

lent. Finally we can define ouf norms (2.11) and truncation of thié norm (2.12) as

follows:
£l = (347, £ (211)
15618 2 (7@, S 2 Y (70, £6) 2.12)

The following definition fori?-stability is similar to the one given in [19] which refers
to [127] in regards to stating théihite /?-gainis sufficient for/-stability, however, in
[127] this is only stated for the continuous time case. Wevigi®a short proof for the

discrete time case and we note for completeness where tegevent parallels [127].

Definition 2 Let the set of all functions(:) € R", y(i) € R? which are either in thé?
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space, ofi? space be denoted #U)/12(U) andi?(Y')/12(Y') respectively. Then define

G as an input-output mapping : I2(U) — [?(Y), such that it ig-stableif

ue l*(U) = Gu) € *(Y) (2.13)

The mapG has finite/?-gain if there exist finite constants and b such that for all
N>1
(G (w))wll2 < Yllunllz + b, Yu € EE(U) (2.14)

holds. Equivalentlyy has finitel2-gain if there exist finite constants> ~ andb such

that forall N > 1[127, (2.21)]

(G ()nl3 < A2 llunll3 + b, Vu € E(U) (2.15)

holds.

Note 1 If G has finitel?-gain then it is sufficient fot?-stability. Letu € *(U) and
N — oo which leads (2.14) to

(G @)z < Al + b, Yu € I*(U) (2.16)

which implies (2.13) (see [127, p. 4] for continuous timegjas

Lemma 1 [127, Lemma 2.2.13] ThB-gain~(G) is given as

v(@) = inf{4 | 3bs.t. (2.15) holds (2.17)

Next we will present definitions for various types of padgitor discrete time systems.

Definition 3 [25, 127] LetG : 12(U) — [*(U) then for allu € [*(U) and all N > 1:
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I. G is passive if there exists some constarsuch that (2.18) holds.

(G(u),u)y > =3 (2.18)

Il. G is strictly-output passive if there exists some constgnaside > 0 such that

(2.19) holds.
(Gu),u)n = €| (G(w)nll5 - 8 (2.19)

lll. G is strictly-input passive if there exists some constahesxdé > 0 such that

(2.20) holds.
(G(u),u)n > dllunllz — 8 (2.20)

Theorem 1 Let G : [2(U) — [2(U) be strictly-output passive. Ther has finitel?-

gain.

Proof 1 The proof for the discrete case is practically the same agHercontinuous
case givenin[127, Theorem 2.2.14], for completeness wetdgn= G (u), and rewrite

(2.19)

elynls < (y,u)y + 3

1, 1
<({y,u)n+ 0+ §||%UN — \/E?JNHg (2.21)

1 €
< B+ o llunlz + S llywls

thus moving all terms af to the left, (2.21), has the final form of (2.15) withgain

andb = 22,

o=

g =

The requirement fostrictly-output passives a relatively easy requirement to obtain for

a passiveplant with mapG and inputu and outputy. This is accomplished by closing
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the loop relative to a reference vectowith a positive definite feedback gain matrix

K > 0 suchthat, = r — Ky.

Theorem 2 Given a passive system with inpytoutputG(u) = y, a positive definite
matrix K > 0, and reference vectar. If the inputu = r — Ky, then the mapping

G, : v — y is strictly-output passivity which impliés-stability.

Proof 2 First we use the definition of passivity far and substitute the feedback for-

mula foru.

(y,uyy = (y,r — Ky)n > =03 (2.22)

Then we can obtain the following inequality

(,r)n = An(K)lyll5 - 5 (2.23)

in which \,,,(K) > 0 is the minimum eigenvalue fdf. Hence, (2.23) has the form of

(2.19) which shows strictly-output passive and impltestability.

It is important to note that for very small maximum eigenesuthe system is essen-
tially the nominal passive system we started with. This igpantant, for we can design
more general passive digital controllers and modify themt wiis simple transform to

make thenstrictly-output passive

2.2.2 Inner-product Equivalent Sample and Hold

In this section we prove Theorem 3 which shows how a (norglirggrictly input
or strictly outpu) passive plant can be transformed to a discretiectly inpuf) passive
plant using a particular digital sampling and hold schentes movel zero-order digital

to analog hold, and sampling scheme introduced by [118}esem combined system
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F(t)=0.50(t),T=.25seconds

F/Fy(N),z(m/s),u(m),E/E(Joules)

Figure 2.4. lllustration showin@(i), F'(i))y = (v(t), F(t)) nT
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such that the energy exchange between the analog and gigitas equal. This equiv-
alence allows one to interconnect an analog to a digital-€orttrolled Hamiltonian
(PCH) system which yields an overall passive system. In [103freection was made
to the original scheme proposed in [118]. In order to provedrem 3, we will restate
the sample and hold algorithm with a slightly modified nomatuwe. Fig. 2.4 shows a
simple example of a continuous fordé(¢) (solid blue line), being applied to a damper
with damping ratid).5 (kg/s-m). The force is updated at a ratélogeconds, such that
att = T the corresponding discrete forcg(:) (circles), updates’(¢) and is held
for an additionall’ seconds. The discrete “velocity?(i) (diamonds), is defined as
v(i) = (z(i + 1) — z(7)). The discrete “position”sz(i), is the sampled integral of the
continuous velocityp(t) (solid magenta line), up to time= i7T". Likewisex(i + 1)

is the sampled integral of theredictedcontinuous velocity up to timé+ 7. Note
that the solid green line;(¢) denotes the integral of the continuous velocity. Finally,

the continuous inner-product integrdk(t), v(t))nr = [

(F(t),v(t)), is denoted
by the solid red line. The discrete inner-product summatiofi), F'(i)) v, is indicated

at each index with a blue square, thus showing equivalencérot), v(t)) nr.

Definition 4 [103, 118] Let a continuous one-port plant be denoted bytipai-output
mappingG,; : L2(U) — L?*(U). Denote continuous time dsthe discrete time index
asi, the continuous input as(t) € L?(U), the continuous output agt) € L(U),
the transformed discrete input @a$i) € [?(U), and the transformed discrete output as
y(i) € I2(U). The inner-product equivalent sample and hold (IPESH) islémented

as follows:
I z(t) = foty(T)dT

I y(i) =2((t +1)T) — z(iT)

24



Figure 2.5. An implementation of tHeESHfor LTI systems.

. w(t) = u(i),Vt € [iT,i(T + 1))

As a result

(y(2), w(@))n = (y(@), u(t))nr, VN > 1 (2.24)
holds.

Theorem 3 Using the IPESH given in Definition 4, the following relatstips can be
stated between the continuous one-port pl&ht, and the discrete transformed one-

port plant,G : I2(U) — (2(U):

I. If G, Is passive theli, is passive.

Il. If G is strictly-input passive the@', is strictly-input passive.
. If G, is strictly-output passive thef, is strictly-input passive.

This is a general result, in which Theorem 3-I includes thex&d case where the input
is a force and the output is a velocity ([103, Definition 2]danhincludes the special

case for interconnectingCH systems ([118, 119, Theorem 1]).

Proof 3 I. Since the continuous passive systémsatisfies

(y(t),u(t)); > —B,Y7 >0 (2.25)
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then by substituting (2.24) into (2.25) results in

(y(i),u(i))y = —B,VN >1 (2.26)

which satisfies (2.18) and completes the proof of Theorem 3-I

. LetT = NT, then since the continuous strictly-input passive systensatisfies

(y(t),u(t)); > dllu(t),]|3 — B,vr >0 (2.27)

and Definition 4-11l implies

lu()- 13 = Tllui)w3 (2.28)

substituting (2.28) and (2.24) into (2.27) results in

(y(0), u(i))x = Tollu(i)x]3 — B, YN =1 (2.29)

therefore, the transformed discrete systémsatisfies (2.20) and completes the

proof of Theorem 3-I1.

Let 7 = NT, then since the continuous strictly-output passive systgmatisfies

(y(8), u(t)- = elly(t)-l3 — B, Y7 = 0 (2.30)

however, no direct relationship can be made betwiegn). |3 and ||y(i) v ||3. But

Definition 4-l1l still implies (2.28), and sinc€ ., is strictly-output passive, which
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implies finite/?-gain such that

1 23
ly@)-l1z < Sllu(®)lls + =
T, .. 2
< Zluti)l + 2 (2.31)
holds. Substituting (2.31) into (2.30) results in
. : T . e
(y(@), u(@)n = —lu(@)nllz = (=5), VN =1 (2.32)

therefore, the transformed discrete systéinsatisfies (2.20) and completes the

proof of Theorem 3-111.

Continuous and discrete linear time invariant systems haweportant property, namely
that if they arestrictly-input passivehey havefinite 1.2 /1?-gain and arestrictly-output

passivgSee Corollary 10 in Appendix A.1).

Corollary 1 Using the IPESH given in Definition 4, the following relatsbrips can be
stated between the continuous LTI one-port pléht, and the discrete transformed LTI
one-port plant,G, : I2(U) — ?(U): If G, is either strictly-input passive or strictly-
output passive therw, is both strictly-input passive with finit8-gain and strictly-

output passive.

2.3 Main Results

Fig. 2.6 depicts our proposed control scheme in order toageel? stability in
which the feedback and control data can be subject to varidelays between the
controller and the plant. Depicted is a continuous passiast(gs,(e,(t)) = f,(t)

which is actuated by a zero-order hold and sampled B&& ThusG, is transformed
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Figure 2.6./%-stabledigital control network for cooperative scheduler

into a discrete passive pla6l;,(e,(i)) = fo, (7). Next, a positive definite matrix’, is
used to create a discreserictly-output passivelantG,,(e.,(i)) = fop(i) outlined by
the dashed line. Next,, is interconnected in the following feed-back configuration

such that

{fops €doc) N = %(H(uop)NHS = [1(vop) w12 (2.33)

holds due to the wave transform. Moving left to right towattusstrictly-output passive

digital controllerG,.(fo.) = e, we first note that

(fopd; €oc) N = %(Il(uoc)zvllg = 1| (voe) v 12) (2.34)

holds due to the wave transform. The wave variablgsi), v.,(i) are related to the

corresponding wave variables, (i), v,.(i) and by the discrete time varying delays
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p(7), ¢(i) such that

toeli) = (i — (7)) (2.35)

'Uop(i) - Uoc(i - C(Z)) (236)

(2.35) and (2.36) hold. Finally the positive definite matfix is used to make the
passivedigital controllerG.(f.(i)) = e..(i) strictly-output passiveTypically, r,. can
be considered the set-point in whi¢h,,(i) ~ —r,.(7) at steady state, while,,(i) can

be thought as a discrete disturbance. Which leads us to lbe/fiog theorem.

Theorem 4 The system depicted in Fig. 2.6/fsstable if

<f0p7 edoc)N > <eoca fopd)N (237)

holds for all N > 1.

Proof 4 First, by theorem 3-I(7,, is transformed to a discrete passive plant. Next, by
theorem 2 both the discrete plant and controller are transfed into a strictly-output

passive systems. The strictly-output passive plant ssisfi

<f0p7 6op>N > 6op”(fop)NHg - ﬁop (238)

while the strictly-output passive controller satisfies3@.

<6oca f0c>N 2 6oc”(eoc)NHg - ﬁoc (239)

Substitutingegoc = 7op — €op AN fopa = for — Toc INtO (2.37) yields

<fop7 rop - 6010>N 2 <6ocv foc - r0c>N
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which can be rewritten as

<fop7 Top)N + <6007 Toc)N Z <fop7 eop)N + <6007 foc>N (240)

so that we can then substitute (2.38) and (2.39) to yield

(fops Top) N + (€0, Toc) N 2> €(||(fop)N||§ + H(eoc)NHg) —p (2.41)

in whiche = min(e,,, €,.) and 5 = B,, + Boe. Thus (2.41) satisfies (2.19) in which
the input is the row vector df.,, .|, and the output is the row vectof,,, e..] and

completes the proof.

Theorem 5 The system depicted in Fig. 2.6 without the IPESH in whighd¢ denote

continuous time ig.?-stable if

<f0p7 edoc>7- Z <eoca fopd>7- (242)

holds for allT > 0.

Proof 5 The proof is completely analogous to the proof given for Té@o4, the dif-
ferences being that the IPESH is no longer involved and tkerelie time delays are

replaced with continuous time delays.

In order for (2.37) to hold, the communication channel/ datffier needs to remain
passive It has been proved in [119] that the discrete communicati@mnel is passive
for both fixed delays [119, Proposition 1] and variable tinedagls including loss of
packets [119, Proposition 2], as we will show with a diffdrand straight forward

proof.
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Lemma 2 If the discrete time varying delays are fixgei) = p,c(i) = c in which

0 < p,c < N and/or data packets are dropped then (2.37) holds.

Before we begin the proof, we denote the partial sum fraimto N of an extended
norm as follows
N-1

A, .
Hx(M,N)Hg = (2", ) m,N) = Z(z ,T) (2.43)

=M

Proof 6 In order to satisfy (2.37), (2.33) minus (2.34) must be gretitan zero, or

(1 uop) w13 = 11 (vop)113) = (Il (ttoe) w13 = 1l (voe) w[I2) > 0
(1 (uop) w13 = Il (uoe) wl12) + (Nl (woe) w13 = ll(vep)wlI2) > 0 (2.44)
(I uop)wll3 = ll(uop(i = p(2))wlI3)+

(1o w113 = [l (Voe(i — c(@))x[I3) > O (2.45)

holds. Clearly (2.45) holds when the delays are fixed, abjZdn be written to show

(I (ttop) (N=p). ) 15 + | (Voc) (v=c), ) I3) =0 (2.46)

the inequality always holds for all < p,¢ < N. Note ifp and c equal zero, then
inequality in (2.46) becomes an equality. If all the data lggts were dropped then,
| (woe) v|13) = 0 @and||(vop) v1|3) = 0, such that (2.37) holds and all the energy is dissi-
pated. If only part of the data packets are dropped, the g¥feequality described by

(2.45) serves as a lower bound0; hence dropped data packets do not violate (2.37).

[119, Proposition 2] is too broad in stating that the comroation channel is passive in
spite of variable time delays when only the transmissionnaf data packet per sample
period occurs. For instance, a simple counter example issamaep(i) = 4, then

(2.45) will not hold if N || (uep)1 |3 > (|| (wop) v |2+ || (vee) n||3). Clearly other variations
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can be given such tha{i) eventually becomes fixed and never changes after sending
old duplicate samplesand still (2.37) will not hold. Therefore, we state the déoling

lemma;

Lemma 3 The discrete time varying delay$:), ¢(i) can vary arbitrarily as long as

(2.45) holds. Thus, the main assumption (2.37) for Theoreuitl fold if:

1. Duplicate transmissions are dropped at the receiverss tan be accomplished
by transmitting the tuplei(u,,(7)), if i € { the set of received indexéghen set

Uoc(i) = 0.

2. we drop received data in order that (2.45) holds. This mexguus to track the

current energy storage in the communication channel.

Note 2 Examples of similar energy-storage audits as stated in L&rB8 are given
in [102, Section 1V] which does not use wave-variables, anfdiL] which is for the

continuous time case.

2.3.1 Passive Discretel | System Synthesis

In [20], using dissipative theory and a longer proof than wk provide, it was
shown how to synthesize a discrete passive plant from arlitve& invariant (TI)
plant. The advantage of the observer described in [20] isithldoes not require a
measurement of the integrated output of the passive plamweker, if one is concerned
with controlling the integrated output such as positione avill probably have this
measurement as well as the corresponding passive outputasueelocity. We will
also show how an observer, based on the integrated outpugunamaent can still be

used. Such an observer maintains passivity and eliminatasded to directly measure
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the actual passive output such as the velocity. The proahfobserver will follow a
similar proof in [21].

A passive continuous timeT| system,H (s), which is described by the following
state space representatipA € R™** B € R**P, C € RP*™ D € RP*P} is cascaded
in series with a diagonal matrix of integratofg;(s), described by
{A; =0,B; =1,C; =1,D; = 0}. The combined systent/,(s) = H(s)H;(s), is
described by A,, B,, C,}. Where

A0
A, = e R(n+p)x(n+p) (2.47)
C o
B
B, = e R(m+p)xp (2.48)
D
C, = [0 1} e RP*(+p) (2.49)

Applying a zero-order-hold and an ideal sampler, the syssatescribed by [34]

x(k+1) = ®ox(k) + Lou(k)

p(k) = Cox(k) (2.50)
in which
®, = el
T
T, = / e®dnB, (2.51)
0
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Proposition 1 A passive continuous time LTI systeff,s), can be converted to a dis-
crete passive LTI systeif¥, (z) at a sample ratd" in which the discrete state equations

are

z(k+1) = ®ox(k) + Tou(k)
y(k) = Cpx(k) + Dpu(k) (2.52)
inwhichC, = C,(®, —I), andD, = C,T,.

Proof 7 From Definition 4 it is a simple exercise to compute the passitputy (k) =

p(k+ 1) — p(k) as follows

r(k+1) = ®ox(k) + Lou(k)

y(k) = Co(®o — T)ax(k) + CoTou(k) (2.53)

henceC, = C,(®, —I), andD, = C,I', which completes the proof.

Using Proposition 1 and Theorem 2 the following corollary && shown:

Corollary 2 Given a positive definite matriK, > 0 and discrete passive system de-

scribed by (2.52), the system

z(k+1) = @z (k) + Tspu(k)

y(k) = Cspx(k) + Dgpu(k) (2.54)
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is strictly-output passive. Here

&, =, - T K, (I+D,K,) 'C,
Iy =To(I-K,(I+D,K,) 'Dp)
Cop = (I+ Dpr)_ICp

Dy, = (I+D,Ky) 'D, (2.55)

With our discretestrictly-output passiveystem we can scale the gain so that its steady

state gain matches tlstrictly-output passiveontinuous systems steady state gain.

Corollary 3 Given a diagonal matri¥, > 0 and discrete strictly-output passive sys-

tem described by (2.54), the following system is strictltpat passive

x(k+1) = @z (k) + Tspu(k)

y(k) = KsCspr(k) + KsDgpu(k) (2.56)

in which each diagonal element

. ye(i) [ya(i)Vi € {1,...,p} if ye(i) andyq(i) # O;
i) = (2.57)

* otherwise

The vectors)./y, correspond to the respective steady state continuousédésoutput
of a strictly-output passive plant given a unit step inpute3e vectors can be computed

as follows:

Ye = <_CCAC_1BC + Dc)l

ya = Hgsp(z = 1)1, Hyp(2) = Cgp(2I — <I>sp)_1I‘Sp + Dy, (2.58)
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where

G, =1+DK,
C.=G,'C
D.=G, 'D

A.=A - BK,C,

B. = B(I- K,D.) (2.59)

Next, the following corollary provides a method to compusg(k), fop(k) givenr,,, v,,, b.
We can also synthesize the digital controller from a cortireumodel using thEPES
with ZOH as well, so an additional corollary will show how to compuigk), e..(k)

givenu,.(k), roc(k).
Corollary 4 The following state equation describes the relationshigveen the inputs

T'ops Uop @Nd scattering gaith to the outputsi,, (k), fo, (k).

2(k +1) = @ega(k) + Top(V2b0op(k) + 70p(k))
ftm(k) = Cefx(@ + Def(\/%%p(k) + T0P<k))

Uop(k) = V/2bfop(K) — vop (k) (2.60)
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Here

G =1+ bK.Dg,
Cer = GT'K.Cqp
Do = G 'K.Dy,
Doy = Py — s, Cor

Lo = Do (I — bDeg) (2.61)

Corollary 5 The following state equation describes the relationshigveen the inputs

T'oc, Uoe @N Scattering gaim to the outputs,.(k), e,.(k).

w(k + 1) = ®gex(k) + Ffe<\[%uoc<k:> + Toc(k))
oc(k) = Crex(k) + Dfe(\/%uoc(k) + 70c(k))
Uoc(k) = uoc(k) - \/%eoc(k) (262)

Where

1
G1 =1+ ;K.D,,
Cfe - Gl_leCsp

Dfe - Gl_leDsp

1
‘I)fe - ‘I)sp - Brspcfe
1
Ife = Tp(I - EDfe) (2.63)

In order to prove that a state observer can be usedgindaly-input passivenanner, we

require the following lemma.
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Lemma 4 [135] The discrete LTI system (2.52) is strictly-input pasgstrictly-positive
real(SPR)) if and only if there exists a symmetric positierdte matrixP that satisfies
the following LMI:

&, PP, - P (T "P®, — K,Cp,)"
<0 (2.64)

r, P®, - K.C, —(K.D,+D,K," —T,"PT,)

Note 3 Therefore by Theorem 3-(11,111) any continuous stricthput passive or strictly-
output passive LTI system which is sampled and actuated BPE8H will satisfy

(2.64).

Note 4 We also addedy, in order to show that any positive diagonal matrix can be

used to scale the outpytk) as is done with our observer described by (2.65).

We now propose the following state observer, based on thplsdrimtegrated output of
the strictly-input passiver strictly-output passiv@lant and the corresponding output

estimatey(k):

T(k+1) = Poi(k) + Loulk) — Ke(p(k) — p(k))
p(k) = Co(k)

y(k) = KsCpz(k) + KsDpu(k) (2.65)

This observer is similar to the observer proposed in [21kpkthat it is based on the
sampled integrated output, and our focus is on how the obsapplies tatrictly-input

passiveplants. Defining the error in the state estimate @3 2 z(k) — z(k) and the
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augmented observer state vectorggk) 2 [z(k), e(k)] the system dynamics are

{L'Ob(/{? + 1) = (I)Obflj‘ob(k‘) -+ I‘Obu(k‘)

y(k) = KsCobrop(k) + KsDpu(k) (2.66)
where

P, 0

(I)ob ==
$, - K.C,

| IS
I‘ob -

0
Cob = {Cp cp} (2.67)

Proposition 2 If the sampled LTI system is strictly-input passive or fifioutput pas-
sive andK. is chosen so that the eigenvaluesigf — K.C, are inside the unit circle
the observer described by (2.65) is both strictly-inputgpees with finite/?-gain and

strictly-output passive.

Proof 8 First by choosing the eigenvalues to be inside the unit eithkere exist two

matricesQ, > 0 andP, > 0 such that the following Lyapunov inequality is satisfied

—Qy = (P, — K.Co) P, (®, — K.C,) <0 (2.68)

In order to satisfy the requirements of Lemma 4 we considefddowing symmetric

positive definite matrix

Poy, = >0 (2.69)



and show that there exists;a> 0 that satisfies (2.73). Note the following inequalities

hold from our original strictly-input passive system.

Q1 =%,P®, —-P <0
_Q3 = _<KSDp + DpTKST - FobTPObFOb)

= (KD, +D,"K," —T,"PT,) < 0 (2.70)
To simplify the expression we define
C, 2T, P®, — K,C, (2.71)

Therefore the proposed strictly-input passive systemriestby (2.66) has to satisfy

Q1 0 -Cq
0 pQe  —C, K, | >0 (2.72)
_Cl _Kst Q3

Using a similarity transformation, (2.72) is equivalent to

Q: -CJ 0
—Cy Qs ~K,C,| >0 (2.73)
0 _CpTKsT ,UQ2

The following upper block matrix), satisfies (2.64) due to Proposition 1, Theorem 3-

(11,111), and Lemma 4.

—CT
o_| >0 (2.74)

-G Qs
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SinceO > 0, and@- > 0, then from using Proposition 8.2:3in [14] which is based

on the Schur Complement Theory we need to show that

O >0, and (2.75)
—1 0
Q2 — |0 —C,"K,"| O >0
~K.C,
1Q2 — C,"K,TO'K,C, > 0 (2.76)

Thus denoting\,,, () /A (+) as the minimum/maximum eigenvalues for a matrix, noting
that the similarity transform o), = PA,P5 ", and definingvl = C, 'K,"O"'K.C,,

1 needs to satisfy
A (P2 (M + MT)Py)
2)‘m<Q2)

Thereforeu exists and satisfies (2.73) which completes the proof.

s (2.77)

Note that the proof given in [21] only shovesifficiencyfor passivesystems and im-
plicitly assumes that the discrete sampled plarstigtly-input passive Furthermore,
the results there can not be applied to our desired desigm abserver which uses the
integrated output of atrictly-input passiver strictly-output passivelant.

Since we are using the observer on continudlissystems which are eithstrictly-
input passivawith finite L2-gain, or strictly-output passivand the corresponding dis-
crete observer is botstrictly-input passivavith finite /2-gain andstrictly-output pas-
sive we can simplify our implementation by setting the feedbaeing<, = 0 in
Fig. 2.6. We note thak’, may still be helpful in converting a continuous passive algn
into a discretestrictly-output passiveignal with an observer, however we found the
analysis to be quite difficult. Similar to Corollary 4, we peait Corollary 6 as it applies

to using an observer ofstrictly-output passivelant.
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Corollary 6 If using an observer for either a LTI system which is strigtigut pas-
sive with finite gain or is strictly-output passive, the doling state equations de-

scribe the relationship between the inputs, v,, and scattering gairb to the outputs

A~

Uop(F), fop(F).

#(0 + 1) = Bagod (k) + TatolV Iy (1) + rop(k)) + Kep(F)
JEOP(k) = Cefof(k) + DefO(\/%UOP(k) + T0P<k))

lop(k) = \/%JEO:D(I{;) — Vop(K) (2.78)
where

G =1+0K.D,
Ceto = GT'K,C,,
Deto = GT'K.D,,
Pero = Po — K Cp, — 0I5 Cego

Teoto = To(I — bDego) (2.79)

Note that Corollary 6 describes a standard observer notemed to a wave junction
whenb = 0. See Appendix A.2 for detailed equations related to sinmgasuch an

actual observer.

Corollary 7 If using an observer for either a LTI system which is strigtigut pas-
sive with finite gain or is strictly-output passive, the doling state equations de-

scribe the relationship between the inpujs, u,. and scattering gair to the outputs
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@oc(k)v éoc<k)'

#(k+1) = Preo (k) + Ffeo<\@um<k> +7oc(K)) + Kep(k)
éoc(k) - Cfeoi'(k) + Dfeo(\/%uoc(k) + Toc(k))
fJoc(k‘l) = uoc(k) - \/%éoc(k) (280)

where

1
Gy =1+ KD,

Cfeo = Gl_leCp

Dfeo = Gl_leDp

1
(I)feo - ‘I)o - KeCo - Erocfeo
1
I‘feo - FO(I - EDfeo) (281)

See Appendix A.2 for detailed equations related to simugpsuch an actual observer.

2.3.2 Stable Control With A Cooperative Scheduler

SOSis an operating system for embedded devices with wirelessteivers such
as the Berkeley motesSOSuses a high priority and low priority queues with timers
which signal a task through the queue in order to implemensdft real time scheduler
(note that most other operating systems suchiiagOSwhich use just a single FIFO
message queue could be used to notify the control task as[44]! For simplicity we
will use SOSto discuss one possible implementation for tustablecontrol system

illustrated in Fig. 2.6. The following is an outline for a t&able device driver:
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1. Provide an interface for the controller to register a fiorcto enable the device
driver to send;,,(7) to. Also allow the controller to specify a desired sampleetim
T, wave impedanck, andkK), (note K, does not need to be a matrix, it could be a
scalar to modify all parts of,,(:) equally. Note that the driver will buffer,.(¢)

while the controller will bufferu,,, ().
2. Provide an interface for the controller to send outgaeing) to.
3. Calculatef,, (i) based on théPESgiven in Definition 4-1,11.

4. Calculate the corresponding, (i), andeg,.(i) based on the buffered, (i), the
servicing of the buffer is where thg, (i — ¢(i)) delay comes in effect. Since data
can be popped directly from the buffer, we do not need to wabgut counting
duplicate data. For simplicity if the buffer begins to geit fue can safely drop

data.

5. With the newe,,.(7) and f,, (i), calculatee, (i) = —eq..(1) — K, fop (i) and apply
to ZOH.

The controller, is notified by the driver through the highepty queue and imple-
ments the right side of Fig. 2.6. Note that the lower-priogqueue can be used for
more time-consuming tasks, such as changing control paeasnand loading new
modules. This may cause temporary delays,/bstability will be maintained. Note
that old data does not have to be simply dropped (which sagi¢femma 2) in or-
der for the system to recover from these longer periodicydeldJsing Lemma 3-2
we can calculate the two-norm of all/, in whichi = 0,1,..., M — 1 of the non-
processed inputs(u,,, M) = ||u.(7)|l2 and multiply it by the sign of the sum of
the non-processed iNputs:(u,,, M) = sgn(> 1" u,,(i)) such that the input for

Uoe(1) = sn(Uop, M )s(uqp, M). This will improve tracking and highlights why we split
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the buffers appropriately. The driver can do a similar clalton in order to calculate

Vop(1).

2.4 Simulation

We shall control a motor with an ideal current source, whidhadlow us to neglect
the effects of the motor inductance and resistance for sirtpl The fact that the cur-
rent source is non-ideal, leads to a non-passive relatiptstween the desired motor
current and motor velocity [121]. There are ways to addreisgaroblem using passive
control techniques by controlling the motors velocity nedily with a switched volt-
age source and a minimum phase current feedback technidpeaf&l more recently
incorporating the motors back voltage measurement whiohiges an exact tracking
error dynamics passive output feedback controller [65].

The motor is characterized by its torque constént, > 0, back-emf constank’,,

rotor inertia,.J,,, > 0, and damping coefficien®,, > 0. The dynamics are described by

i (2.82)

and are in a (strictly) positive real form which is a necegsard sufficient condition
for (strict input) passivity [133, Section V.A.2)] [135, Detion 1]. We choose to use
the passive “proportional-derivative” controller debed by (2.7) and define = % in

order to factor outs and yield

Ts+ 1
s

Kpp(s) = K (2.83)

Using loop-shaping techniques we choase é—z and chooséd({ = mﬁg;rT. This will

provide a reasonable crossover frequency at roughly a teatNyquist frequency and
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Figure 2.7. Bode plot depicting crossover frequency foebas plant with
observer and controller.

maintain a 90 degree phase margin. We choose to use the sawrgpa@meter values
given in [65] in whichK,, = 49.13 (mV xrad xsec),J,, = 7.95 x 107 (kg x m?), and

B,,, = 41(uN x se¢/meter. With T" = .05 seconds, we use Corollary 5 to synthesize a
strictly-output passiveontroller from our continuous model (2.83), and Corollérp
implement the observer. We also use Corollary 3 in order topide the appropriate
gains for both the controlleK’;, = 1 and thestrictly-output passivelant K, = 20.
Note that arbitrarily choosing’;, = % = 20 would have led to a incorrectly scaled
system in which the crossover frequency would essentigliyakthe Nyquist frequency

(only because a zero exists extremely close tan the z-plane). Fig. 2.7, Fig. 2.8, and

Fig. 2.9 indicates that our baseline system performs ascéxge We chose
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K. = [16.193271,1.799768]" for our observer in which the poles are equal to a tenth
of the poles of the discrefmssiveplant synthesized by Proposition 1, this by definition
forces all the poles inside the unit circle. Since the plamstrictly-output passiveve
choseK, = 0. For the controller we chosg, = 0.001 in order to make istrictly-
output passiveFig. 2.10 shows the step response to a desired positiquogatd,; (%)
which generates an approximate velocity reference fdr) = —H,(2)04(z2). Hy(z) is

a zero-order hold equivalent éf,(s), in whichwy,,; = 2r and¢ = .9.

2
wtraj S

2
s2 + QCthj + Wirg;

Hy(s) =

(2.84)

Note, that it is important to use a second order filter in otdeachieve near per-
fect tracking, a first order filter resulted in significantastyg state position errors for
relatively slow trajectories. Finally in Fig. 2.11 we seattthe proposed control net-
work maintains similar performance as the baseline systiote that by increasing
b = 5 significantly reduced the overshoot caused by a half secetal dtriangles
b = 1/squared = 5). Also note that even a two second delay (large ciréles 5)

results in only a delayed response nearly identical to tiselbee system.

2.5 The Study of Interconnected Passive Systems Using Warrables.

One apparent limitation with the use of wave variables intictheory is that typ-
ically they are connected in a series configuration in ord@réserveassivanapping
(i.e. Figure 2.6). Yet there do exist other ways to interamrwave variables focTI
systems as is done with the design of wave digital filters.[3je manner in which
wave ports are interconnected in order to realize a digital fis done differently than
is done in control implementations. For example in Figu@tBe waves:,, andu,.

are each computed in a manner similar to a voltagelentwave @), and the waves
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Figure 2.10. Baseline step response for motor witlttly-output passive
digital controller andstrictly-output passivebserver.
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K=0.50836, K,=0.0, K.=1.0x10"% w,, =2, (=0.9
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Figure 2.11. Step response for motor wsthictly-output passiveligital
controller andstrictly-output passivebserver as depicted in Fig. 2.6 with

delays.
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Figure 2.12. Thepower junction

vop andu,. are each computed in a manner similar to a voltaflectivewave () [32].
For wave digital filters a voltagmcidentwaves can be thought of as a wave traveling
into a two port junction, likewise egeflectivewave travels out of a two port junction.
When interconnecting two port elements for a wave digitéifila voltageincident
wave should connect to a voltaggflectivewave or vice-versa [32, Section IV-A-2)]. If
we denotev,, andv,, as areflectivewaves (with outgoing arrows) and deneig and
vy asincidentwaves (with incoming arrows), then the interconnectioeswppear to
be in agreement. Clearly, if we can straighten out theserdiffces, then we can discuss
various wave interconnections, such as series and paaalgitors, etc. For example
the unit elementan be used to represent identical fixed delays ¢, and thequasi-
reciprocal line(QUARL) can represent different fixed delays such that ¢ [32, Table

2]. In this remaining discussion, we continue to use the sdefimitions for wave
variables as provided by [90] (i.e. (2.4), (2.5)). From tkeeasive literature search we

have done in this area, we have yet to see wave variables cealres follows:
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Figure 2.13. An example of power junctioncontrol network.

Definition 5 A “power junction” is implemented as follows (see Figure 2.1n sys-
tems with the corresponding wave variable pditg, v1), (uz, v2), . . ., (uy, v,) are in-
terconnected such that ttie,, v;) pair is a corresponding (power output, power input)
pair and the remaininguy, v), k € {2,...,n} are (power input, power output) pairs.

The power junction is passive and lossless as long as
(uf —of) = Y (uf = vf) (2.85)

k=2

always holds. The following is sufficient to satisfy (2.85):

ui =y uf (2.86)
k=2

=30
k=2
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Note 5 Clearly this can be generalized to the case for vectors, andhéving more
than one pair of wave variables directed in an opposite digcas the remaining
pairs. There are numerous ways such a “power junction” canifbglemented, for

example:

1. Let there be one controlle®; with the corresponding wave variablés;, v;) in
which v, is the control output, and; represents the “weighted” feedback from the

remainingn — 1 plantsGy, k € {2,...,n}.

2. Each planti}, has the corresponding wave variables., v) in whichu, is the cor-
responding plant sensor output angdis the corresponding “distributed” command

from the controller to each individual plant (see Figure 2)1

3. A basic “average” power distribution can be implementedfallows:

(2.87)

2.6 Conclusions

We have presented a theory to design a digital control nétwurich maintains
I2 — stability in spite of time varying delays caused by cooperative sdeeslu\We
presented a fairly complete, and needé&dtability analysis, in particular the results
in Theorem 1, and Theorem 2 (for the discrete-time case)appédo be lacking from
the open literature and were necessary in order to completproof. The other new
results (not available in the open literature) which led td-atablecontroller design

are as follows:
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. Theorem 3-I is an improvement which capturespaksivesystems (not just

PCH) systems.

. Theorem 3-1l, and Theorem 3-lll are completely origirtak(latter forced us to
require that the driver had to implement the additional ket (K,) calculation

to obtain passivity for the nonlinear case).

. Corollary 1 allows us to set), = 0 if the continuoud.TI plant is eithesstrictly-

input passiver strictly-output passive

. Theorem 4 is a new and general theorem to interconnecincaois nonlinear
passive plants which we hope will lead to more elaborate osdsvnterconnected
in the discrete time domain. Theorem 5 is also new, in whictkmmwledge of

the energy storage function is required to show stabilitthefnetwork.

. Proposition 1 shows how to synthesize a disgoatesive LTkystem from a con-

tinuous one.

. Corollary 2 and Corollary 3 show how to respectively makediscretgpassive
plantstrictly-output passivéstrictly-positive redl and scale the output so that it

will match the steady state output for its continuous counate.

. Corollary 4 and Corollary 5 show how to implement 8tgctly-output passive

network depicted in Fig. 2.6.

. Proposition 2 shows how to implement a disciatectly-output passive LTob-
server for either atrictly-input passiver strictly-output passiveontinuoud_TlI

system.

. Corollary 6 and Corollary 7 show how to implement the obasewhen attached

to a scattering junction.
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10. The “power junction” (Definition 5) paves a new way to ¢eedifferent control

networks which consist of wave variables.

Theorem 2 allows us to directly desi¢pw-sensitivity strictly-output passiven-

trollers using thevave-digital filtersdescribed in [32].
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CHAPTER 3

WIRELESS CONTROL SYSTEMS SUBJECT TO ACTUATOR CONSTRAINTS

Wireless communication systems are subject to many additdisturbances which
traditional wired communication systems are just not egda®. Wireless systems
have to contend with random fading channels due to changé® ienvironment such
as interference, rain, heat, and absorbing objects cips$ls@ir communication path.
These time varying changes in the channel influence the datzcity of the network.
If a controller is sending data at a rate which exceeds thaaigpof the channel, then
either large delays will occur in the transmission of theadatd/or data will have to
be dropped in order to not exceed the data capacity of theneham order to design
wnecswhich can tolerate random communication dropouts, in opeageh [108, 110]
use results presented in the literature related to the @arftinear systems whose state
equations vary randomly [55] and can be described by a M@&kqump linear system
(MJLS [49, 50]. The random communication dropouts in a feedbackrol system are
captured byMJLSwhich are further described in Appendix B.1. Section 3.lvjules
a motivating example which contains new results showing aaliscrete mean square
stable control system of a continuous first order plant inclvitihe pole is strictly in the
right half plane and subject to independent Bernoulli datg @uts will be destabilized
when subject to input actuator saturation. Furthermosfatvs that if the single pole of

the plantis notin the right half plane, then stability camimntained inspite of actuator
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saturation. These results lead to our justification for thedto develogvnecsn which
the hierarchical design is such that the network is composethble subcomponents.

Thel?-stablenetworks presented in Chapter 2 can tolerate both timenvgudeélays
and data drop outs. However, memoryless input nonlineargiich as actuator satura-
tion can eliminate the desirgghssivityproperties of a given plant. In [15] it is shown
how to use a nonlinear controller to compensate for a largesabf memoryless input
nonlinearitiess () such as actuator saturation. The nonlinear contrgl(er can then
be integrated in to linear controller-plant systems suel tiie net system is Lyapunov
stable if the linear controller and plant are both positealr Furthermore the system
will be globally asymptotically stable if the linear conltey and plant are both strictly
positive real. This technique has been extended to applystesis consisting of either
continuous time or discrete time networks in which the calfgr-plant system con-
sists of apassiveandexponentially passivpair [41, 42]. In order to isolate the plant
from the controller as we did in Chapter 2 and indicated iruFeg2.6 we show how
to locate the nonlinear controllgl(-) at the output of the plant and prove thatdtov-
ers the passivityost due tos (). The modified control network with(-) is shown in
Figure 3.7.

Section 3.2 begins with the presentation of a new Theoreno@isly how input
saturation eliminates theassivanput-output mapping we desire. In Section 3.2.1 our
discussion continuous with the review that output satoratind othersector0, co)
nonlinearities do not eliminate thEassivanput-output mapping for certain classes of
continuoud.TI passivesystems. Section 3.2.2 we introduce timeer-product recovery
block(IPRB) which we show how it recovers the inner-product mappinghvas lost
due to the memoryless nonlinearity. Furthermore we prothdenew important Theo-

rem 9 showing hoWwPRBrecovergassivity strictly-output passivityandstrictly-input
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passivityfor various memoryless input nonlinearities. Section3ovides the neces-
sary new corollaries and figures which show howl®RBis effectively integrated with
thelPESHblocks used for thé-stabledigital control networks which we are studying.
Which leads us to the final Section 3.2.4 which show$-stabledigital control net-
work subject to memoryless input nonlinearities and presithe corresponding new

theorem and proof.

3.1 Markovian Jump Linear Systems Subject to Actuator @#tu.

There are no results in the literature relating stochasiailty for MJLSwhen the
actuators saturate. We shall focus our discussion on dagigncontrol law for a first
order discreté1JLSwhich is subject to independent Bernoulli dropouts from eeleiss
sensor. We will first analyze a system which is not subjectctaaor saturation and
then complete our discussion when the actuator saturatesddtinuous plant has the

following form:

T =axr+ bu 3.1

Yy =cx

Using a zero order hold and an ideal sampler the discrete&equi plant, sampled at a

rate’l’ seconds, has the following form:

Tpy1 = aqTy + bguy (3.2)

Yk = CTy,
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The scalars,; andb, have the following form:
ag = e’ (3.3)

a

T
by = b/e“sds = é(eaT - 1)
0
We propose the following control law:

K, % if y, successfully received by controller,
up = (3.4)

0, otherwise.

Assumey, has a probability of being successfully received at the controller. Define
K = K,bs. We can now describe the controlled system in terms of theretis Markov

stater;, € {1, 2} with the following form
Tpa1 = A4k + Ké(Tk - 1)l’k (35)

in whichr, = 1 for a successfully received message ape- 0 otherwise. In order to
evaluate the average stability of the system we state tleviolg definition for systems

which can be described by a scalar state

Definition 6 [55, Definition IIl,,] Lyapunov stability of then!” mean (LSMM)
The equilibrium solution is said to possess stability of ##¢ mean if givene > 0,

there exist9 (¢, k,) such thatz,| < ¢ implies

E{|a(k; 2o, ko)™ < €, Vk (3.6)
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To emphasize the importance of taking the absolute valueinfthe expectation we

state the following definition.

Definition 7 Weak Lyapunov stability of the mean (WLSM)
The equilibrium solution is said to possess stability of iiiean if givere > 0, there

existsd(e, k,) such thafx,| < d implies

—e < E{z(k;xo, ko) } <€, VE (3.7)

We will show that a component of the probability density ftimie of = can not be
eliminated with a controller when actuator saturation issent and the plant enti-
stable(ay > 1 0ora > 0). As a resulLSMM s not achievable for a first ordanti-
stablelinear time invariant system subject to actuator satunatidsing the notations
ur = E{xz(k)}, the mean of the system can be described by the followingreiffce
equation

pey1 = (aa + pK)py, (3.8)

Note thep K term results due to the independencesofrom the state:(k) since the
feedback channel is modeled as an independent Bernoutinehan which each trans-
mission from the sensor has a probabijitpf successfully transmitting a message to

the controller. From (3.8) a necessary and sufficient cardfor WLSMis

\ad —i—pK\ <1 (39)

Furthermore the allowable control gain range fois in the following bounds given by

(3.10), note how the allowable range ferincreases ag drops.
—(1 + ad) 1-— aq

< K<
P P

(3.10)
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It is interesting to note that a uniqué exists to achiev®VLSMa system for alD <

p < 1 and any finiter,. Yet, it doesn’t imply that the state converges to zero. For
example, the probabilistic dead-beat controller, wih&n- ‘T"d will drive the stater
further away from the origin ip < % andz, > 0; furthermore, ifa; > 1 the state
|x(k)] — oo ask — oo. Next we discuss the limiting effects of actuator saturatio
for our first order system. We show that the controllabilggion becomes bounded or
equivalently if the stater| > |%| anda, > 1then the system (3.5) is uncontrollable
and|z(k)| — oo.

Most systems have finite actuator authority. We can showctiijreéhat a stable
system can be safely controlled when the actuator satuaatiesg as the actuator has
some finite authority. For stable systems, in whigh< 1 and the actuator has a control
range—tpae < U < Upas, If K = —ay then anyu,,,, > 0 will stabilize the system
provided that we hold the control outputfor ;7' seconds such that the following
equality holds.

j—1

(ag + K)xp = alay, + (Z al)u (3.11)

=0
We are now converging at a different rate when the actuatoraas because we are
re-defining the time interval between edthsample to vary at a ratgl” in which j
is the minimum integer required to obtairuan which |u| < ... To simplify the
discussion, a dead-beat controller is one in which the otiatrcan drive the state of
the plant to0 in one time step in this first order system. For this systemgad-beat
controller is whenkX = —a,. Note our bounds shown in (3.10) show that a dead-beat
controller is always stable if, < 1. Whena, > 1 the mean stability is dependent pn
however, for deterministic systems this is always a stahie gith the maximum gain

margin. As such, we can solve for a minimal fixedapable of driving the state toin
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j steps by solving (3.11) in whicRk” = —a,.

_J
p— ]
Zgzo Qg
g, ifag# L,
= (3.12)
—Zo if ag = 1.

From (3.12) we now can readily make the following conclusioregards to the closed
loop stability of these systems with saturation. If the sgsts stabled; < 1) or semi-
stable(a; = 1), then a fixedu| > 0 for a finite j exists such that the system can be
driven to0 for anyz,. This is shown by solving the limit of — oo for the cases shown
to solveu in (3.12). Wheru,; = 1 it can be easily shown that the lower bounddo# 0

in the limitasj — oo.

v e = T a)ag
j—>oo 1 — CL‘Zl
—(1 —ay)0 .
_ (17?;1)93 = 0z, =0 if ag < 1 (3.13)

If the system isanti-stable(a; > 1), then the range for whict can stabilize the system
for afinitejisif |u| > |(1—aq4)z,| which is less restrictive than the dead-beat controller
which would requirdu| > |aqx,|. The proof is simply taking the limits for (3.12) as

Jj — oo.

el el
j—00 1 —Cl,il
—(1 — .
= M% =(1—aqg)z, ifa>1 (3.14)
1—o0
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For systems with probabilistic drop outs we can no longentkcontroller can achieve
stability in the absolute mean if the initial systemaisti-stable For a first-ordeanti-

stablesystem subject to actuator saturatiomuif| > |

a@‘;ﬂ then the system is uncon-
trollable andr grows toco. Hence the statistics related to the probability:af 0 will

be finite in the limit ag: — oo which implies thal,SMMis impossible to achieve with
any controller. This is easily shown for the case with a deealt controller i = —ay).

To be precise, we defing, = 0 if a saturated actuator can still drive the state to zero if
xy 1S successfully received over the Bernoulli channel. Tiodability density function

(pdf) which we denote ag(z;) has the following form:

@) [1— (1= p)¥6(zr) + (1 = p)kd(zy, — xoak) if 0 <k < ko
P\Tr) =
[1— (1 = p)rma=]§(zg) + (1 — p)fme=d(zp — woak)  if k> Kpaw
(3.15)

kmae 1S the integer in which the uncompensated state will growoiat in which the
controller can not recover and is determined by (3.14). Acoumpensated state will
continue to grow at the rate; until a successful feedback signal is received; hence,

bopag = [ 2umar)=In@i=1)7 7o keep the statistics, and discussion simple in (3.15), we
In(aq)

assumed that the controller maintains= 0 once the statér,| > |ﬁi—@| In no way
does this assumption affect the conclusion, tilvIMis impossible to attain with our
system. With (3.15) any»'” moment can be computed such as the absolute mean
(m=1).

(1 —p)*|a,|al if 1>k < Epmaos
E{l|x]} = (3.16)
(1-— p)km“|xo|a§ if &> kiox

Since |x,| > 0 implies k,,,. < oo which implies that in the limit a& — oo the

E{|z|} = oco. Furthermorethis unbounded component of the absolute mean will be
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present regardless of what controller is chosen. This Esghat stability of the second

moment is impossible.

(1 —p)raZa?F if 1>k <knge,
E{a?) = (3.17)

(1 — p)rma=a2a*  if k> kpao

o

The first part of (3.17) is identical for a non-saturated eystor a system in which
ag < 1. Instead of deriving the first part of (3.17) from thdf, we can derive it from

the following recursive equation:

E{xi.} = E{(aq+ K)*22} = (a3 + 2a.pK + pK?)E{x}} (3.18)
= (a3 + 2a4pK + pK?)" 1 E{2?}

= (a2 + 2a4pK + pK?)*+1g?

Equation (3.18) notes that convergence of the second meassible iff|a%+2a,p K +
pK?| < 1. Rewriting this inequality and solving for the limits foretacceptable range
of K which is possible to stabilize a system without saturatienfwd thatd < ay <

\ /l%p. The upper-limit is based on finding the zeros foof the following inequality:

2

K? + 2a,K + <0 (3.19)

The solution for the zeros is of the following form:

K, =—a,% \/%[a?l(p —1)+1] (3.20)

Equation (3.20) shows that the dead-beat contrdiler —a, will always be a viable

controller, and the only one possible in the limit fqr. Furthermore we find that the
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dead-beat control gaikk = —a, possesses the maximum gain margin which allows
us to have the most robust gain if there is uncertainty wjthHence a necessary and
sufficient test for stabilizability of the absolute mean aedond momentis to determine
if a dead-beat controller exists.

In summary, itis possible to safely control a first order Hamdsemi-stablesystem
with i.i.d. Bernoulli drop outs and actuator saturationwewer, it is impossible to
stabilize amanti-stablesystem with regards to the absolute mean and second moment.
A controllableLTI system which is subject to actuator saturation arahis-stablehas
a null controllability regionC. C # R", but is a bounded convex open set containing
the origin [43]. A controllabld_TI system subject to actuator saturation whickami-
stablehas anull controllability regionC = R" [114]. A semi-stablesystem which is
discrete will have all poles inside and/or on the unit cirglete this allows duplicate
poles on the unit circle), in contrast to a discratei-stablesystem which will have all
poles outside the unit circle. Likewise, a continuaesni-stablesystem will have all
poles on the imaginary axis and/or in the left-half of the ptew plane, in contrast to
the continuousnti-stablesystem which has all poles in the right-half of the complex
plane [46]. For example, a masssemi-stable

These results suggest that it may be impossible to stahilizkee absolute mean
(m = 1) and second moment( = 2) anyanti-stable LTIsystem which is controllable,
subject to actuator saturation that relies on feed-back a\&ernoulli channel. Fur-
thermore, these results suggest that a controller caniz&ain the absolute mean and
second moment any stable aswmi-stable LTsystem which is controllable, subject to

actuator saturation and relies on feed-back over a Beilirghdhnel.
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Figure 3.1. Actuator saturation depicted for either camins time ),
discrete time4), or Laplace domainsj.

3.2 PassiveSystems Subject to Saturation

The input saturation block indicated in Figure 3.1 is a spégpe of actuator input
memoryless nonlinearity (u(z)) in which u(z) € ™ with components.;(z), j €

{1,...,m} which has the following form

ks ,.f iz _k‘j max.
oy — 4 )] Bt 0 on

Kjumax,sgn(u;(z)), otherwise

in which each element can have separate linear/gand saturation level;u,.., sgn(u;(z)).
For the discussiol(us(z)) can be thought as either linear or nonlinpassivecon-
tinuous or discrete time mapping in whiehe {i, ¢}, wherei is a discrete time index,

t represents continuous time. We den@iér), y(z)) x as either the continuous time

(r =t, X = T)inner-product or the discrete time & i, X = N) inner-product.

Theorem 6 If for a passive syster&(u4(x)) which is subject to the input saturation

nonlinearity described by (3.21) and there exists any raatdn(x), y(x) waveform
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(sequence) in which any input-output pé&if(z), y(x)) satisfies

ul (t)y;(t) =€ <0, foranyt € (0,7], or (3.22)
ul (i)y;(i) = e <0, foranyi € {1,...,N — 1} (3.23)

in whichu,, is a vector containing one or more of the possipladexes which the cor-
responding product contributes a negative termamd satisfiesu , (z)| = |kjtmax, ()],
then the continuous (or discrete) input-output mappfig: L*(U) — L*(Y) (H :
I2(U) — I2(Y)) is not passive. If no such reachable waveform (sequenéstsexhich

satisfies (3.22) ((3.23)) the input-output mappfids passive.

Proof 9 Assume that (3.22) (or (3.23)) condition exists, and we tirgppuwvaveform
(sequence):(r) such that|u;(z)| < kjuma,(v) is always satisfied up to timé —

ot, lim 6t — 0 (index(N — 1) — 1), therefore,

(u(t),y(t))r—s: = B(T — 0t) > —B(0) (3.24)

or

(u(@),y(i))n—1 = BN —1) = =5(0) (3.25)

and the final waveform (sequence) will satisfy (with- 1)
(u(t), y(t)r = ae+ dtu, (T)yns(T) + B(T = 6t) = —5(0) (3.26)
or

(u(@), y(i))n = ae +ug, (N = Dyns(N = 1) + (N —1) > =5(0)  (3.27)
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in which theN J notation is to account for parts of the vector which are nottgd the

vectors denoted by. Therefore, there exists an> 1 such that

(B(0) + B(T — ot) + otu (T)yn.s(T))

€

a > —

(3.28)

or

o _(BO)+ BV — 1)+ ul, (N~ Dyas(N — 1)) (3.29)

€

such that instead we choosg(T) = ak T umax, (T) (ws(N — 1) = ak Jtmay, (N — 1))
we will violate (3.26) (or (3.27)) which violates passivitykewise if no such sequence

exists then passivity is preserved.

Note 6 It was given as an exercise in [25, Exercise VI-4.7] to show Ipassivity is
lost for [0, k) sector input nonlinearities (Appendix B.2) when the pasplant has the
following formG(u(s)) = ﬁqs Theorem 6 tells us that the passive plant with input

saturation nonlinearity irsector [0, um,axk] Will no longer be passive (Figure 3.2).

Note 7 One example of a passive system which maintains passivép sbject to
actuator saturation is a positive semi-definite gain blaGky(z)) = Ku(x) in which
u'(2)G(u(x))u(r) = u'(z)Ku(z) > 0, Yu(x). Hence by Theorem 6 the net system

H is passive.

3.2.1 Input Saturation Typically Destroys Passivity WHdaitput Saturation Does

Not.

As we have seen, actuator input saturation can degiegivityfor a large class of
passivesystems. However, when saturation occurs on the outpupakaivesystem,

passivityhas been shown to be preserveddertain cases
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Figure 3.2. Simulation of a first order plafi{u(s)) = —5 with input
saturation irsectof0,1].

Figure 3.3. First orderstrictly)-positive realsystem subject to any
sector{0, co) nonlinearity.

70



Theorem 7 [25, Example VI.4.4] Consider the system shown in Figure 88 input

of H iswu and its output ig). We have

qp(t) +p(t) = u(t), p(0) = p, (3.30)

y(t) = olp(t)] (3.31)

whereu, p,y : R, — R and is continuous. I§ > 0 and if¢ € sector[0, ), thenH

is passive.

This important theorem provides us the justification to iempént an integrator anti-
windup block on the output of our controller for example, atitl be able to maintain
a passive controller. Next we will provide the proof for Thexm 8 which was given as

an exercise [25, Exercise V1.4.8].

Theorem 8 Consider the m-input-m-output generalization of the systhown in Fig-

ure 3.3 and denoted a8 : u — y. LetP,Q € R™*™; p(t),u(t),y(t) € R™, and

Qp(t) + Pp(t) = u(t) (3.32)

y(t) = olp(t)] (3.33)

H is passive ifp : R™ — R™, is continuous with

o' [p(t)]Pp(t) = 0, Vp € R™ (3.34)

and it is assumed further that

o()'Q =V, vpeR™ (3.35)
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whereV : R™ — RisinC' andV(p) > 0, ¥p € R™. Furthermore, for “noninter-
acting” nonlinearities, i.e., for = 1,2,....,m, ¢;(p) = fi(p;), and if eachf; is in the

sector|[0, co), then (3.34) and (3.35) are satisfied By= ) = I in which

Vi) = / Ji(pi)dp, (3.36)

Proof 10 In order to show passivity we solve the inner-product fordbembined system

(H(u(t), u(t))r = (¢[p(t)], @p(t) + Pp(t))r
= (0lp()], Qb)) + (¢[p(t)], Pp(t))r (3.37)

Since(¢[p(t)], Pp(t))r > 0 by the assumption given by (3.34) we can simplify (3.37)

to be

> / Slp(H)]TQp(t)dt (3.38)
o
> [ Ve (3.39)

p(0)

in which (3.38) results from the assumption given by (3.3%) substitutingip(t) =
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p(t)dt. Finally from the gradient theorem (3.39) is simplified to

> =V (p(0)) (3.40)

which is the definition of passivity and completes the first @lethe proof. The solution

of (3.36) is a direct result of solving (3.35) and assumin@) = f;(p;) in which

dV (p) dV(p)

VO =1

= [fip), - fn(pm)] (3.41)

3.2.2 Thelnner-Product Recovery Block

Figure 3.4 depicts how we prefer to implement the nonlineatroller 5(u(z)) in-
troduced in [15]. Instead of depicting(«(z)) directly before the other controlléf. as
depicted in Figure B.1, we locat&u(z)) at the output of the plartt : o(u(z)) — p(z)
in order to explicitly look at the mag/,, : v — y. As indicated in Figure 3.43(u(z))

recovers the inner-product such thatz), u(x))x = (p(x),o(u(zx)))x, therefore, we

Figure 3.4. The nonlinear controllg(u(x)) recovers the inner-product lost
due to the memoryless nonlinearityu(z)).
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shall refer to3(u(z)) as theinner-product recovery block

Lemma 5 Given the inner-product recovery blodu(x)) described in Appendix B.2
and (B.7), using either an exact model or measurement of #maryless nonlinearity
o(u(x)). When using the inner-product recovery block as depicteeidare 3.4, the

following will always be satisfied:

(y(z), u(zx))x = (p(x), o(u(z)))x (3.42)

Proof 11 The proof is straight forward using (B.9) to yield (3.45) afii8) to yield

(3.46).
(y(x), u(z))x = (Bu(x))p(x), u(z))x (3.43)
= (p(x), Bu(x)) u(z))x (3.44)
= (p(z), B(u(z))u(x))x (3.45)
= (p(z),0(u(z)))x (3.46)

Lemma 5 allows us to prove Theorem 9.

Theorem 9 Given the inner-product recovery blogku(z)) described in Appendix B.2
and (B.7), using either an exact model or measurement of #maryless nonlinearity
o(u(x)). When using the inner-product recovery block as depicteeidare 3.4, the

following can be said about, : u(x) — y(z) givenG : o(u(z)) — p(z).
I. If G is passive thettl, is passive.

Il. If G is strictly-output passive theH, is strictly-output passive ify;4x (3(u))? <

0o, Yu € R™ (Definition 17).
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[ll. If G is strictly-input passive theH.,. is strictly-input passive if there existsya> 0

suchthatr " (u)o(u) > yuTu, Yu € R™,

Proof 12 Based on our assumptions, Lemma 5 shows that (3.42) will Heldther-

more:

l. if G is passive therp(x), o(u(z)))x > — 0, substituting (3.42) yields

(y(z), u(z))x = =0 (3.47)

which satisfies Definition 3 for passivity.

Il. if G is strictly-output passive thefw(z), o(u(z)))x > €||(p(z))x|? — 3, substi-
tuting (3.42) yields

(y(x),u(z))x > €l|(p(z))x 5 - 5 (3.48)

next, we solve foit (y(z)) x||?

1y (2))x 12 = (B(u(x))p(x)) ]2

< oaax (B(w))*ll(p(x)) x 12 (3.49)

and substitute (3.49) into (3.48) to yield

€

(y(r),u(r))x > m

I(y(x)xl5 — 6 (3.50)

which satisfies Definition 3 fdi, to be strictly-output passive as longag 4 x (3(u))? <

Q.
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lI. if G is strictly-input passive thetp(z), o (u(z)))x > d||(o(u(z)))x|? — 3, sub-
stituting (3.42) yields

(y(@), u(2))x = d|l(o(u(2)))x|; - B (3.51)

next, our assumption that' (u)o(u) > yu'u, Yu € R™ implies that

(o (u@N)xlz = Yl (u(@))xll3 (3.52)

and substitute (3.52) into (3.51) to yield

(y(2), u(z))x = ov[l(u(@))xz - B (3.53)

which satisfies Definition 3 fall,. to be strictly-input passive.

Note 8 Theorem 9 is written from the least restrictive case to thetmestrictive case

in terms of the memoryless nonlinearitieg:) which can be tolerated. Theorem 9-I
can be applied to all types of(x). Whereas Theorem 9-1l can be applied to a slightly
smaller class of nonlinearities within(u) such as those which typically have actuator
saturation. They can not include unbounded quadratic melities,o (u;) = u?, p >

2, p < —1, however, quadratic nonlinearities can occur as longsds) is linear or
saturates asi1 — oo for p > 1, or a deadzone or linearity occurs at the origin when

p < —1. Also, near the origin, relay nonlinearities can not be tated.

sgn(u;), |u; 0
o(u;) = gnus), [l > (3.54)

0, U; = 0
Finally, Theorem 9-111 does not include quadratic nonlinigias at the origin, or satura-
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tion nonlinearities. However, alectork;, k] nonlinearities (Appendix B.2) in which

0 < ki <kyorky <ky<0,will preserve strictly-input passivity.

3.2.3 Implementing thinner-Product Recovery Bloakith the Inner-Product Equiv-

alent Sample and Hold

By implementing the continuous timener-product recovery blocis depicted in
Figure 3.5 we can directly use Theorem 3 and Theorem 9 in ¢odate the following

Corollary:

Corollary 8 Using the IPESH given in Definition 4 and the continuous timeer-
product recovery block as depicted in Figure 3.5, the follmywelationships can be
stated between the continuous one-port plant, o(u(t)) — p(t), and the discrete

transformed one-port plant/,.; : u(i) — y(i):
l. If G is passive thett,  is passive for alb(u).

Il. If G is strictly-input passive thefl,, is strictly-input passive ity v (3(u))? >

0, Yu € R™.

lll. If G'is strictly-output passive thefd, , is strictly-input passive i (u) is asectork;, ks

nonlinearity such thaty; 4 x (3(u))? = max(k?, k2) < .

u(i) u(t)]| o (u(t)) plt) [y(1)=B(u(r) p(t) | ¥
_'—> o (u(t)) —|—>—> Blul(t)) _>
\ \
| \ | ! \
\
\

|
——————— |
]

A |

Figure 3.5. Continuous timeaner-product recovery blocksed withPESH

77



lll
T—» s bl L

Figure 3.6. Discrete timmner-product recovery blocksed withPESH

Note 9 See Appendix B.2 (Theorem 15 and Theorem 16) in order touotherstand

why o ax (B(u))? = max(kf, k3).

Next, we note that by switching the order of th®H and the memoryless nonlinearity

o () is mathematically equivalent

o(Z0H(u(3))) = o (u(t)) = ZOH(o (u())) (3.55)

as depicted in Figure 3.6.

Corollary 9 Using the IPESH given in Definition 4 and the discrete timesmproduct
recovery block as depicted in Figure 3.6, the following tiglaships can be stated be-
tween the continuous one-port pla6t,: o(u(t)) — p(t), and the discrete transformed

one-port plant,Hg, : u(i) — y(i):
l. If G is passive theit,, is passive for alb(u).

Il. If G is strictly-input passive thefl,, is strictly-input passive ity v (3(u))? >

0, Yu € R™,

. If G is strictly-output passive theH,, is strictly-input passive ity ;v (3(u))? >

0, Yu € R™.
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IV. If G is LTI and strictly-output passive theH,, is strictly-output passive if the

sectolk;, ko] nonlinearity is such that ;4 x (3(u))? = max(k?, k2) < co.

3.2.4 [?-stableDigital Control Networks Subject to Memoryless Nonlingias.

Theorem 10 The digital control network depicted in Figure 3.7 in whidletpassive
plant G, is subject to memoryless nonlinearitie§) is strictly-output passive, which

is sufficient for2-stability if

<fopa 6doc>N Z <6007 fopd)N (356)

holds for allN > 1.

Proof 13 Corollary 9-1 shows that the mapping from(7) to f,,(¢) is passive for any
memoryless actuator nonlinearity associated with the pl&mce the mapping is now

passive, the strictly-output passivity aiestability follows from Theorem 4.

3.3 Conclusions

We began our discussion with a motivating example, showavgdacommon mem-

oryless input nonlinearity, actuator saturation:

1. makes it impossible to achieve stability of the absolueamand second moment

for a first order system with a pole strictly in the right hakupe fiewSection 3.1),

2. makes it possible to achieve stability of the absolutemaea second moment for a

first order system with a pole not strictly in the right hal&pé fewSection 3.1),

3. eliminates th@assivanapping for a large class passivesystemsiiewTheorem 6).
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Figure 3.7./%-stabledigital control networks subject to memoryless
nonlinearities.

We continued our discussion noting that output saturatiohcgher memorylessector
[0, 00) nonlinearities do not necessarily eliminatpassivemapping. Theorem 14 is
reviewed as it relates to a first ordef| strictly-positive realsystem. We then solve
an interesting exercise [25, Exercise VI.4.8] and provideoaesponding proof for
Theorem 15 as it relates to preservipagsivityfor certainLTI MIMO systems.

We then presented the followimgewresults:

1. Lemma 5 shows how th€’RB depicted in Figure 3.4 recovers the inner-product
mapping of either a continuous or discrete time system wisitbst due to a mem-

oryless nonlinearity,

2. Theorem 9 shows hopassivityis always recovered with alPRB, however only

certain classes of memoryless nonlinearities will allogtréctly-output passiver
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strictly-input passivenapping to be preserved,

. Corollary 8 shows how th#PESH can be used with a continuous tineRB to
preservepassivity and preserve strictly-input passivenapping for certain classes
of memoryless nonlinearities, however a nonlingtaictly-output passivenapping

will reduce to astrictly-input passivenapping

. Corollary 9 is similar to Corollary 8, except that it redatto implementing thB®RB
in discrete time, and it notes thal a1 strictly-output passivenapping can be typ-
ically preserved, the key to such a simple realization i85§Band the carefully

designed system depicted in Figure 3.6,

. Theorem 10, completes our discussion, showing htRd can be used in discrete

time to implement &2-stabledigital control network as depicted in Figure 3.7.
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CHAPTER 4

WIRELESS DIGITAL CONTROL OF CONTINUOUS PASSIVE PLANTS OVER
TOKEN RING NETWORKS

4.1 Introduction

Many papers are concerned with formalizing methods to deter optimum ways
to route messages from various sources to desired sinkechiog 4.1.1 we provide a
brief summary of [134] which shows how classical optimaltcohtechniques can be
used to determine an optimal static routing policy whichimizes energy consump-
tion. In Section 4.1.2 we discuss some more interestingrgapkich use feedback to
achieve higher network capacities [33, 72]. Section 4.1s8u$ses [77] which pro-
vides the ideal channel capacity required to maintain ktyalaf a platoon ofd LTI
agents. Also, [28] is reviewed as it shows how to use feedtmckntrol uncooperative
users of networking resources. Unfortunately, most ofdlzgslysis are not concerned
with attempting to characterize or understand the effefdtseodelay of the information
transmitted in the network. In Section 4.1.4, we review twicelessMAC protocols:
m-phase time division multiple acceSEMA), andALOHA TDMA typically outper-
forms a random access protocol suchAa©©OHA, however, for correlated flows such
as those under a constant bit rate soufeBR), ALOHA can obtain greater capacity
thanTDMA[138]. Also, in [139] the time varying delay statistics casmdpmputed for
TDMA andALOHA MAG subject to various sources such @&8BRsource. These pa-

pers, do not characterize the delay characteristics ford¢nup communication patterns
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which will be seen in oupassivenetworks. Therefore, we choose to study a simple to-
ken passingMAC protocol which will allow us to compute the network capaaiyd
delays for oumpassivenetworks.

In Section 4.2 we determine the delay characteristicMALs which use token
passing by developing the appropriate Markov chains tordesthe system. As such,
the capacity of our network is calculated from the averagabmer of round trip steps
m = {M,,[v]} taken for the delivery of control data which originated fréme starting
nodem. 7, is calculated using a convenient set of formulas given ir8]Xnd are
provided in Appendix C.1 for convenience. Note that a wesl®ken ring protocol was
chosen to control the spacing of vehicles in the Automateghiway System program
and the Berkeley Aerobot Project [27]. This protocol is rsttand can handle problems
such as duplicate tokens, lost stations (nodes), and dgadynadding new stations to
the ring. Furthermore, ifrn is large, smaller rings of stations could be establishetd wit
an alternating carrier frequency in order to increase netwapacity. In Section 4.2 we
will focus on the basic analysis of a single ringrafstations. Looking at performance
of a single ring is further justified when looking at potehtilesurgery applications
in whichm = 4, consisting of a station at the operator, robot and an agniedanned
autonomous vehicle (the aerial vehicle can be treated astations in the ring) [100].

In [56] methods to reduce the data communicated over a nktusing sample
based lossy data reductiob¥R) for telemanipulation systems has been investigated.
Itis concerned with developingdR algorithms which provide good compression while
attempting to maintain a high level ¢fansparency They proposed a measure which

could be reflective ofransparencyas

N /0 [(fm - fsd)2 + (60 - em)z]dT (4'1)
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(Figure 2.1) in which the flowsf{,, f.;) were velocities4,,;, v;,) of the human system
interface HSI) and teleoperator (TO) and the efforts,(,,) were the corresponding
forces (., F1si). We are interested in evaluating the performance of ountplg,
controller G, network with our discrete random characterization of theydef our
ring network. In Section 4.3 we will study further the resudt distortion between a
desired position set poiit.; (i) and the resulting position output from the plapt (7)
and examine how passivediscrete time varying DR algorithm affects this distortion.
These results are compared tm@velasynchronous control technique, in which the
controller is only run when new data is received from the plsvhen the asynchronous
controller is not run, it will drop the current reference ut@and its output will reset to
0 after being held at its last computed level for a period eqodhat of the sample
and hold period of the plant. Typically, when data for thetoolter is dropped over a
passivecontrol network, the controller either assumesiaput and updates its output
accordingly or it attempts to make a prediction of what theextt input should be. Our
variable compression scheme is one such scheme which &téomake a smooth
prediction on the input to tolerate delay and data dropofihiough less steady state
error and distortion occurs when using a variable compoasstheme over @-input
prediction scheme, it does not perform as well as using ancasgnous controller. A
detailed simulation and discussion is provided in Secti@241 with a corresponding
Theorem 11 (Section 4.3.2.2) which shows that the asyncnontroller is indeed

strictly-output passiveas indicated by our simulations.

4.1.1 Network Routing Based on Classic Optimal Control Besi

Wu and Cassandras [134] formulated the routing problem odeal finetwork topol-

ogy as an optimal control problem [62]. Their problem foratidn yields a single
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nonlinear programmingNLP) problem in order to maximize network lifetime. The
problem is stated to determine the optimal routing prolitghit;;(¢) for node: routing

to node; at timet. This optimal is based on a model which is dependent only en th
inter-node spacing, ; and a basicdi/3 signal path loss model to account for increased
energy consumption for selecting a node further than yoarast neighbor which is
closer to a destination node. A key result is that an optirolitp can be implemented
which is not time varying, (i.ew;;(t) = wj;, vt). In order to pose a solvable problem,
however, it is assumed that their optimal policy will be ipdadent of the medium
access control mechanism chos®AC) and that inter-node interference will not be
affected by their selection of neighbors in order to guagard reliable transmission.
Both assumptions are unrealistic and as such their req@tsnaited at best. Further

more their final solution, is static and the implementatias ho feedback mechanism

to correct itself.

4.1.2 Cooperative Multicast Routing and Error Correctirggiing With Feedback

Maric and Yates [72] look at cooperative multicast techegjto maximize network
lifetime. They present an algorithm which specifies the sbdeder of transmission
and power level in order to maximize the network lifetime Wmoasmaximum lifetime
accumulative broadcagMLAB). The key assumptions in their analysis is that there is
enough bandwidthl” in their network and a sufficient number of orthogonal chésne
to avoid interference. They build off the fundamental idea & relay channel utilizing
unreliable overheard information is essential to achigwapacity [22]. Each relay
node can store messages which can’'t be decoded on their @wevar, the power
from these messages can be added in order to successfutlgedacmessage. This

yields a set of linear constraints in order to minimize thkestuled transmit power
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level at each nodg;. They continue to state their problem to minimize the maximu
pi, P = max, p;, required for a successful broadcast in a network. Magiagonstraint
of p allowed them to pose their problem as a linear program. Usasic set theory
and some inductive proofs they determine a minimum powegllev, such that an
optimum schedulex, from the set of all possible schedulgs (D), can be determined
such that the set of destination nodBswill reliably receive the data transmitted from
the source node. Furthermore they were able to provide abdistd algorithm which
actually relies on feedback from their neighbors.

The following paper illustrates how to use feedback techesqgn order to find the
optimal number of redundant packets to send in order to magiam objective function
J(up, n, p) [33]. n is the number of packets semnt, is the probability a packet will be
received over a network at the source apds the number of redundant packets which
are sent in order to successfully reconstruct all trangahittata. The packet can be
successfully recovered if at least— wu;, blocks are received. Their control inputig

and their controller should determing which maximizes/ (4.2).

UZ = max (n — Ub) Z (?)pé(l - pb)(n_l) (42)

o i=0

They continue their discussion indicating that in reallgit model has uncertainties
and that using feed-forward techniques which determinep@nogriateu; will not be
robust to correlated losses such as those captured with atateMarkov model. So
they design a controller which feeds back the number of gadlezeived per block
Y, = (n —uy)zp. This formulation is unique in that it accounts for when eare lost.
Their controller is then implemented to find the peak basethemlerivatives ofy, and
Up.

Up1 = up + BSGNyiuy) (4.3)
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As can be seen from (4.3) behaves like a gain for an integrator. They complete their
discussion, showing how this feedback has roughly a 10%awgment in packet re-
covery rate with correlated packet losses as opposed to teotegstem which just
adjusts itsu;, as a measure gf, in a feed-forward manner. Note the results were gen-
erated using the freely availabdS-2simulator in which recent work has been done
to simulate the 802.15.4 layer in which tMAC layer for the MICAz motes radios
comply to [96, 141].

4.1.3 Fundamental Bounds and Controlling Uncooperativer$)s

A more theoretical paper [77], which is heavily based on sdtgeometric theory
along with a host of new definitions, attempts to formulate et of a network of
sources (sensors), controllers (network), and sinks &ats). With this model of a
network the paper proves that a platoor @igents, each communicating his position to
his neighbor with channel capacitycan stabilize their motion about a given trajectory

if and only if (4.4) is met.
log, |det A |+ - +logy | det AT | < min ¢ (4.4)
=0

Note thatA;" is the unstable part of the matri;. Other assumptions are that the
controllers have infinite memory, the unstable eigenvadmeseal and distinct, and that
the channels are perfect. It appears they are achievingnmaxicapacity by sending
a control command to their neighbor in order to compress tidite snformation of the
sensor.

The next paper to be discussed involves maintaining cotpersetwork flows over
a network [28]. They build a controller to balance networkvBovhich can be imple-

mented with edge routers over a network usir@P. The model is formulated using
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Kelly’s primal and dual optimization framework for userst@intain an optimal coop-
erative share of bandwidth [51, 130]. Using Lyapunov’s selomethod they prove they
can provide a controller to correct Kelly’s controller tojast the cost; it feeds back
to an uncooperative user who is not using his assignedydiilitction U;(x; ), in which
x; 1S the users current sending rate. This is simply done byirigdahck the difference
from the actual network flowr and the network flow from the modeland sending the

adjusted cosj; back to the potentially uncooperative node (4.5).

G =q — pi(T — ) (4.5)

4.1.4 Comparing Medium Access Control Algorithms Which Usee Division Mul-
tiple Access and SlotteALOHA

The following papers have analyzed network induced delaysnfphase time di-
vision multiple accessTDMA) and slottedALOHA medium access contrdllAC's
[136, 137]. EachMAC implementation captures both ends of the design spectrum,
TDMA is a deterministic protocol in which each mote gets an atetd@ime slot to
transmit data as opposed At OHA in which each mote independently and randomly
accesses the channel with probability= p,p:. p, is the probability the mote has a
message in its queue to transmit ands the probability a mote is allowed to transmit
a message. The former paper provides analytical and siedutasults showing that
TDMAwill provide minimal probability of lost packets;, with a minimum mean delay
., and variancer> when delivering messages from a source to a destination fidde
latter paper shows that by introducing a constraint to drppcket based on a bounded
delay B D constraint ALOHAwill improve it's performance; however, still fail to meet
the performance gained MDMA. Another interesting paper provides a nice through-

put analysis for sensor networks with Rayleigh fading cledsyrtopologies which have
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a square, triangle, hexagonal or randomly distributed. gfide random grid is gen-
erated from a Poisson point process [69]. Note the Rayleigteiwith anALOHA
network is such that every noteconnectedh the sense that each node has the proba-
bility to interferewith the wireless transmission of a source node to a degimabde
The capacity results of the analysis ftOHAseem to confirm the result which states
that if n sensors need to transmit data to one node the rate scalesgioly® (1/n)
[71]. We highlight this fact because it guides us to look fogating distributed con-
trol systems and cooperative routing algorithms to moreiefitly utilize the network
and achieve better performance. Another paper worthy otimem this field is [67].
This paper gives some nice control performance measuraedeloTDMA, Carrier
Sensing Multiple Access/Collision Avoidancé$MA, and other random acceStAC
protocols, showing thaEDMA provided the lowest; norm for control of an inverted

pendulum and cart.

4.2 Capacity and Delay of Single Ring Token Networks

A ring network consists ofn stations in which each station has a successor (the
station it will pass its token to) and a predecessor (theostat will receive a token
from). For simplicity we will consider rings in which statia will have the following

predecessor, successor pajs;, sc;), Vi € {1,...,m}:

p

(i+1,m), ifi=1;

(pri;sci) =9 (1,m—1),  ifi=m; (4.6)

(t+1,2—1), otherwise.
\
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Overlay of ring network on a
single line of n=2+(m-2)/2 stations.

Figure 4.1. Ring networks consistingaf stations and, = m7‘2 + 2 stations.

Figure 4.1 illustrates a corresponding ring network in aleach station has a probabil-

ity P, of successfully sending a packet:gf bits (which typically includes, data bits,

ny, header bits and .; frame check sequence bits) and receiving an acknowledgment
of n,.. from its successor. For simplicity we assume that the ssftsansmission of

a packet and receiving an acknowledgment is equivalentdsipga token to its succes-
sor. The packet dropout rate is denoted’as which is derived from the bit error rate
Py, such thatP,., = 1 — (1 — P,.,.)"™ (Appendix C.2). Therefore, we conservatively
estimateP;, = (1 — P,.,.)"»™™e<k. This assumption is conservative, since most people

neglect the acknowledgment entirely.

Definition 8 Let the index = {0, 1,2, ...} denote a packet time slot. Let station
generate a packet of data to transmit around a ring networkigsicted in Figure 4.1
at a given rater such that the next transmission iNnd&¥,; = icurrent + 7 IN Which
ieurrent = 1 When a packet is currently being transmitted from statio(the remaining

stations will only relaym’s message around the ring network). The minimum ideal rate
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in which stationm can generate a packet is. = m. Therefore, we define the ideal

packet capacity as

4.7)

The average packet capacity depends on the average round trip timgand has the
following form

Ay = — (4.8)

In order to calculate;,, we note that the following Markov chain describes a single
packet journey in our ring network from statiemand back ton. We capture the final
round trip packet delivery from statidnto stationm with the corresponding absorbing

state(. The transition matrixX? is as follows:

1 0 0 0 0o |
P 1-P 0 0 0
I 0
P=lo P 1-P 0 ... 0 = (4.9)
R Q
(0 0 P, P,—1

This is in canonical form see Appendix C.1). We can now compuin which each
N; ; element, j € {1,...,m} is the average number of times each stajigs visited

if the packet originated in statiarbefore the token reaches the absorbing state

N=({I-Q)"! (4.10)
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1

L0 0
1 1

Lo 0

N=(L 1 1
P Py Ps3 0 0
4 1 1 1
LPr P Py T Py,

(4.11)

Using the formulas in Table C.1 the mean arrival time to statih when the initial

packet stated at statians obtained by solving:

L
Py
1, 1
P P>
T =
Sk
| £Lvi=1 P; |
Or equivalently
1 - _ 1.
El’l/_li

T, =
Ti_1+%i,1<i§m.

Using (C.2) in Appendix C.1 to solve far results in the following

2 : 7j
o, =2 — —7(l+m).
TRy
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Solving foro?. = (07, — o2 ) results in the following:

Vs Vi—1

2 2 T;

UU& = F —Ti(1+Ti)+Ti_1(1+Ti_1) (415)
27 1 1
- FC—TZ-—T,?+(T¢—E)(1+T¢—E) (4.16)
1P,
=7 (4.17)
Therefore,ais can be equivalently written in the following recursive form
L ifi =1,
o2 ={ " (4.18)
ol 1+1;§Z,1<z<m

We now state the following lemma.

Lemma 6 Given a ring network as described by (4.6) and depicted iufEg.1. In
which each station € {1,...,m} has a probabilityP; of successfully sending a mes-
sage to its successor station amd- P; of unsuccessfully sending the message per

attempt, the following holds:
i. The average steps it takes to relay a message from statiaround the ring net-
i=1 p;?

work isT,, = >." L for the special cas#; = p thenr,, = %

ii. The corresponding variance in the round trip timed$ = >, %%, for the

special case?;, = p theng? = U2,

Um

Note 10 The corresponding packet capacity of the ring network js= } for the

1
m

special casé’; = p then), = . The solution of\,, is a direct substitution of,,, = %

(Lemma 6-i) into (4.8) from Definition 8.

Proof 14 Most of the proof has been provided in the subsequent discusk sum-

mary:
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i. The solution forr,, is provided by (4.12).

ii. The solution foragm is easily obtained by our recursive solution given by (4.18)

Note 11 For the /2-stable digital control network depicted in Figure 2.6 with— 2
equally spaced relay motes, we can create a ring network ptdel in Figure 4.1 in
which stationm is the plantG, and station3: = n — 1 is the controllerG.. The con-
troller only returns control data if it has received data finrcthe plant. If we neglect the
gueuing delay associated with a CBR source and assume #nabtitroller can com-
pute a control command and immediately issue a response tpléimt and we assume
each node is equally likely to successfully transmittingaaket to its corresponding
successor, then the average packet transmission delaydpto G, and vice versa is

g+ = 1 with a corresponding variance W

Although, the packet capacity is a convenient abstractboctiaracterizing the net-
work, we still need to quantify the actual rate of data benagsmitted. Therefore, we

provide the following definition:

Definition 9 The data capacity of a ring network is the number of actuaadats per
second which can be transmitted round trip from a given seaade, in which the data
is relayed from every station in the network. Therefore,dhta capacity in the ring
network is

Trit Apna

Ag = 4.19
O — (4.19)

in which A, is the packet capacity,,; is the number of actual data bits which get trans-
mitted for a successful packet delivery, is the number of packet bits.,,. is the
number of bits required for the acknowledgment, gndis the transmit data rate (bits

per second).
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For the special case when each node is equally spaced in adinerk withn nodes

(m = 2(n — 1) stations) then the corresponding data capacity is

) it T
Ay = Jvitnap _ foitnap (4.20)
m(”iﬁ + nack) m<nd + np + Nfes + nack)

in whichp is dependent on,, n,, andn,. and the node spacing Building from the
analysis given in Appendix C.2.1 for determining the pa&kedr rate for the CC2420
and using the following parameters given in Table 4.1:

TABLE 4.1

CC2420 PARAMETERS SUMMARY.

Term Symbol Value
bits per second Frit 250 x 10 bps
header bits ny, 13 % 8 = 104 bits
frame check sequence bits n ., 2 x 8 = 16 bits
ack bits Nack 11 * 8 = 88 bits
data bits ng 0 < ng <960 bits
typical transmit power Pr —24 < Pr <0dBm
worst case transmit power Pr —27 < Pp < —3dBm
typical noise figure NF 15.44 dB
worst case noise figure NF 20.44 dB
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Figure 4.2.m )\, for the CC2420 as a function dfandn, for a ring network
in free spacer{ = 2, Pr = —3dBm, NF = 20.44dB).

we can calculate; as a function ofl andn, which is displayed in Figure 4.2 and
Figure 4.4.

These are fairly easy estimates to remember and use whempétig to determine
the average delays in a ring network. However, there is a wayet an even closer
estimate of the corresponding delay in the network. Usingrigues similar to those
used by [58, 136], we describe a two dimensional Markov chaitnack the head of
queueHoQ delay at then' station of an outgoing packet which is generated from a
CBRsource of a packet every” slot and transmitted over a token ring network. The
chain will be described by thél, s) tuple in whichd € {—r +1,—r + 2,...,D}
denotes the delay of tH¢oQ in which D is the maximum delay before the packet will
be dropped or compressed and {1,2,...,m} is the station where the token is in the

network.
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Figure 4.3.d x m x \; for the CC2420 as a function dfandn, for a ring
network in free spacey= 2, Pr = —3 dBm, NF = 20.44dB).
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Figure 4.4.m )\, for the CC2420 as a function dfandn, for a ring network
not in free spacen(= 3.3, d, = 8 meters,Pr = —3 dBm, NF = 20.44dB).
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Figure 4.5.d x m x A\, for the CC2420 as a function dfandn, for a ring
network not in free space
(n=3.3, d, = 8 meters,Pr = —3dBm, NF = 20.44dB).
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Lemma 7 Given a ring network as described by (4.6) and depicted iufégt.1 and
assuming that a packet af, bits will be rotated through the network (even if no new
data is present). In which each statior {1, ..., m} has a probabilityP; of success-
fully sending a message to its successor stationland’; of unsuccessfully sending the
message per attempt, the following transition maftix R((P+7)m)x((D+r)m) describes

the HoQ delay:

(—r+1,s) | 0 P, 0 ... 0
(—r+2,8) | 0 0 P, O ... 0
(—-1,s) 0 0 0 P, 0 .. 0
P=(0,s) P, 0 ....... 0 P,—P, 0 0
(1,s) 0o P, O 0 0 P.—P, O 0
MD—-1,s) |0 ........ 0 P 0 ... 0 P,—P,,
(D, s) 0 ... 0 P, 0 o 0
) (4.21)

1 P 0 0 P _
Py 1—=P 0 0
b _ 0 Py 1—Py 0 ..o 0 422)
0 e 0 Ppy 1—Ppy 0
0 e 0 P, 1-P,

and P, € R™*™ is the part of the transition matrix of actually shrinkingetiHoQ
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delay fromd to d — r + 1 when the token is at station

-O 0 0 0-
0 ....... 0
p. 0 ....... 0 | 4.23)
0 ....... 0
0o 0 P, O

The(d, s) is a short hand to show how the states of the chain correspmtitetrows of
the transition matrixP in whichd is a fixed column of integers andvould have each

row correspond to the next state in the chain describing tlodtgion of the token i.e.

(d,1)
(d,2)
(d,s) = (@:3) : (4.24)
('7 )
(d,m—1)
(d,m)

Proof 15 Creating the transition matrix is fairly straight forward:

1. (—r+1) <d<0,s €{l,...,m}: we track the evolving state of the tokerthis
is done usind?,, since the delay will increase Hyafter a transition from any state

s, we simply offset the matrRR, by m(d + 1) columns and place zeros elsewhere.

2.0<d< D,se{l,...,m}: once the delay from the HoQ is> 0 a packet is avail-
able for transmission at statiom, hence if statiomn has the token and successfully

transmits to station with probability 7,,, then the delayl will be reduced such that
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d = d — (r — 1). This outcome is captured by mati, and is offset byi(m + 1)
columns. All other transitions will occur and the delawill increase by one, hence

P, — P, is correspondingly offset by.(d + 1) columns with zeros elsewhere.

3.d=D,s e {l,...,m}: once the delayl = D the packet will either be successfully
delivered or dropped, therefore, the delay will shrink sttditd = d — (r — 1) after
the transition. Thus, we only need to track the state of tkerte with P, which will

correspondingly be offset ki§(m + 1) columns with zeros elsewhere.

Note 12 To calculate the average delay of the HoQ we simply solvéhfosteady state
distribution of our Markov chain:

TP = (4.25)

in whichm = (71‘(_7“_,_171), T(—r41,2)s -+ T(—r+1,m)s T(=r+2,1); - - - aW(D,m)) is a row vector.

The delay distributiond; (0, < d < D) is given by

_ Pamem) O Tam)
D D
2 k=0 Pnm) =0 T(km)

(4.26)

i

WhereZkD:0 P a,m) is the normalizing constant, in which we only consider sasfig
transmissions with probability?,, from stationm to station1 in deriving the delay

distribution.
Note 13 Calculating the packet loss probabilipy is simply

m—1
(1 = Po)T(Dm) + D ey T(D)

Po = b\
m—1
=7r[(1 = Po)m(pm) + Z T(Dk)) (4.27)
k=1

in which\ = % if we are in any other state besidesthe packet will be dropped, when
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in statem there is only a probability of1 — P,,) of dropping the packet and that is

accounted for.

Note 14 For the /2-stable digital control network depicted in Figure 2.6 with— 2
equally spaced relay motes, we can create a ring network pgcwe in Figure 4.1
in which stationm is the plantG, and station = n — 1 is the controllerG.. The
controller only returns control data if it has received ddtam the plant. If we consider
the queuing delay associated with a CBR sourcevatnd consider that the controller
will not immediately compute a control command but pass gloomputations from
previous transmissions. Then we can more closely apprdgitha delay of the delivery
of data from the controller to the plant as if it was provideC8BR source- as well.

This average delay froiy, to G, and vice versa can be computed as follows:

D 51
1
Tpe = Zidpi 4 Z o for the delay fronG,, to G.., (4.28)
i=1 i=m—1""
D m—1 1
Tep = Zidci + Z & for the delay fronG. to G, (4.29)
i=1 i=m !

in whichd,, is the corresponding delay distribution for either the glan controller if

they were supplied a CBR sourcelf P, = p thenr,, = 7, such that

~ o (m-2)
Tpe =Tep = Y _id; + o (4.30)
i=1
and the corresponding variance is
D D
— (1 —
=1 i=1
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Figure 4.6. Theoretical mean delay of a data packet whickagws2 samples
of u,. in which each sample has bits (n, = 288 bits, S = —90dBm,
Pr = —-3dBm,n = 3.3, d, = 8.0 metersy = 86, D = 516) calculated using
(4.30).
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Figure 4.7. Simulated mean delay:gf. in which up to2 40 bit samples of
u,. Can be transmitted (maximuny, = 288 bits, S = —90dBm,
Pr = -3dBm,n = 3.3, d, = 8.0 meters, maximum = 86, D = 516).
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Figure 4.8. Transmission af,,(:) andv,.(i) with compressiomomp : ¢ and
decompressiotieco : ¢ blocks.

4.3 Distortion in Single Ring Token Networks

We have characterized the delay in Section 4.2, howeverdardo account for
the time varying queuing delay we assume that when the delegeesD slots that
the packet should be dropped. However, dropping packets leadrift in the actual
position of the plant,. (i) when it is controlled using velocity feedback. Instead of
dropping the data when it reaches the maximum délaywe propose the following

LDR algorithm.

4.3.1 LDRAlgorithm to Compress Data Which Exceeds a Delaiefore Transmis-

sion

We propose an adaptive compression scheme which is simitletcompressor-
expanderscheme used in [11] [10]. The main contribution is we fora@lhow to
further compress samples which have already been comgre®¥ée also introduce a
distortion measure to evaluate the performance of propogepression schemes. A
final contribution, is that our simulations reveal simil&rformance and we discover
that by simply dropping data when the FIFO is full, not rurgiine controller when data

is not present in the controllers receive FIFO, and by usmmgampression scheme we
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actually can reduce the distortion. Assume for simplicityave sampling data at a rate
equal to the time it takes to transmit a packet to anotheostat a ring network. After

r samples are taken we place them in a packet to be transmitéecor network. We
note that the most recent sample has a délayd the oldest sample has a delay
When the delay of the outgoing packet reachethe oldest sample of data will have
a delay ofr + D. Instead of dropping this sample we propose to compressataeiml
the queue. The reason is two fold, the first is that by droppatg, drift in the desired
position will occur, second, this unusually long delay cates that we are incurring one
of our rare events of multiple failed transmission attengutpossibly the channel has
changed and the probability of successful delivenhas dropped at various stations.
By compressing the data and decompressing theattdptivelywe should be able to
adapt to the randomly changing channel. Unfortunatelyilsost us a few extra bits
to denote the compression ratio of the given sample, how#weill provide a larger
range of operation and hopefully reduced distortion. Asstimat the outgoing packet
is eitheru,, (i) from the plant or,.(i) from the controller. Since no duplicate packets
will be sent or received in error we can neglect tracking tbeesponding sampled
index in order to preserveassivity Each sample which has not been transmitted will
be stored in a FIFO with a corresponding compression rafidne top of the FIFO will
be denoted by the inde® + r — 1, the bottom of the FIFO will be denoted by the index
0 and the tail of the FIFOt{) will point to the next available slot for data. We will
denote accesses from the FIFO with brackets and incomirsgaddtme index with

parentheses. The FIFO and the data within it are handledlas/$o
1. Initializet; = D +r — 1
2. If a new sample is received,

(@) and ift; > —1 placeu,,[t;] = uq,(i) andc[ty] = 1, update the tait; =
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tp—1
(b) elsesety, =ty + 1 andca, = cltgp),

while((ts, < D +7 — 1) and €pax == [+ + t )}

(done while)p;, = tg, — 1.

i. if p, ==0then

_ [clpn](uop [pr])? + (ugp(9))?
Uop. = \/ 1+ C[ph] €= 1+ c[ph] (432)

Ugp, = Uop,SER(C[Ph]Uop. [Ph] + Uop(i)) (4.33)

Uope[0] = Uop,, c[0] = c.

ii. elsesep, =p, —1and

[t o+ il p?
Uop. —\/ op] + clpa] ; [p1] + clpn] (4.34)

Ugp, = Uop,SER(C[Ph|Uop. [Ph] + clpi]top.[P1]) (4.35)

Uop, [ph] = Uopp,» C[ph] = C,
for(p =pn — 1;p > 0;p — —)

Uop, [P] = Uop.[p — 1]; c[p] = ¢[p — 1];
Ugp, [0] = ugp(2), c[0] = 1.

3. If a packet is ready for transmitting popsamples off of FIFO and place in
the outgoing send queue, shift all element up to the headeoFtRO and set

tf:tf—’l“.

4. When a packet of data is received it is pushed onto thewe&&FO with oldest

data pushed in first and decompressed as follows:
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c=0,i=0
while(True)
if(c == 0 and data in FIFO)
C=POPE fifo);thoc(1)=POP fifo)yi + 41 — —
else if(c not==0)
Uoe(1) = Upe(i — 1)ji + +;¢ — —
else

wait for new data in FIFO
Lemma 8 The proposed compression and transmission scheme is passiv

Proof 16 As long as (2.44) holds for alN then our compression and transmission
scheme will remain passive. Figure 4.8 illustrates how a p@ssion scheme can be
evaluated and still account for time varying delays in thengmission of the com-
pressed data. We denote the sunm[éf from the tail up to the head of the queue
sel7] = Ei:tfﬂ clkl, 7 € {ty+1,...,D+r —1}. We note that the proposed com-
pression algorithm satisfies the following inequality:

i—self]+el)—2

upll =g D k) (4.36)
k=i—sc[j]—1

in whichi is incremented with each sample that is pushed in to the FIf data has

been transmitted, or the receive FIFO is empty thgn (i) = 0, therefore:
u? (i) < u? (1) (4.37)

Since the transmission of data over the network will not poedduplicate transmis-
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sions the time varying delay(i) is such that "~ " u2.(i) < 2V w2, (i), therefore

7 op4d

N-1 N-—1
D ul (i) <> ud(i) (4.38)
=0 =0

which satisfies (2.44) for passivity.

4.3.2 Evaluating theDR Algorithm by Measuring Distortion.

Definition 10 For the/?-stable digital control network depicted in Figure 2.6 inialn
the flow output is denoted g5(¢). Denote the sampled integrated output of the plant
asf,. (i), assume that the user will provide a desired set p@in(i) to the input of

a discrete second order trajectory generator which is a zemer hold equivalent of

H,(s) as described by (2.84). The mean squared distortion is

I = %E{Z(@set(i) ~ Ot () T (Oser (6) — Ouca(3)) } (4.39)

in which E-] denotes the expectation of the summation of the squaredwhich is
dependent on the set point, the controller, the plant dynsjrand the time varying

delays incurred due to the communication network.

For the example given in Section 2.4, we estimated the qmoreing distortion
by averaging the summation given in (4.39) over 50 trialsdayiven number of.
nodes and spacing of meters. We chosé,.,(i) to use a square wave profile which
is 0.0 radians for0 < ¢ < 8.0 seconds].0 radians for8 < ¢ < 16.0 seconds;—1.0
radians for16.0 < ¢t < 24.0 seconds( radians for24.0 < t seconds (Figure 4.9).
Since we chose a modest sampling rate06fseconds, and chose to use the variable
compression scheme previously discussed we generatetdatasd.05 = 800.0 bits

per second. Which is a small fraction of the maximum data tfzecan be achieved
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Figure 4.9. Typical response to distortion profile for toketwork using
adaptive compression in which= —90dBm, Pr = —3dBm,n = 3.3,
d, = 8.0 meters, each sample consistslotits, and up t@ samples will be
transmitted if available in a single packet.
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between a small number of nodes. As such, the delay betweeivireg data from

the plant and controller is roughly the sampling rat& (seconds) for distances less
than 70 meters. Furthermore, since the arrival delay is driven lgylttw sampling
rate, the variance of the delay is extremely small. Howeagrthe distance exceeds
70 meters, the capacity drop off is extremely sharp if we allgwtoi 12 samples to

be transmitted per packet, such that the average delaysareda 4 seconds when

d = 72.25 meters and» = 10 nodes (Figures 4.10,4.11). Figures 4.10,4.12,4.11, and
4.13 provide the corresponding mean and variance of thgslela function of inter
node distanced and number of nodes. On the other hand if we still store up 1@
samples but only transmit up fosamples per attempt, the increase in the mean delay
and the corresponding variance is significantly reducedifersame range of nodes
and transmission distance (Figures 4.14,4.16,4.15, dg.4n spite of the significant
random delays being incurred with increase in naodesd node spacing, the overall
distortion I, degrades fairly gradually as is seen in Figure 4.18 (note tha= 0.5

corresponds to keepirty.; = 0).

4.3.2.1 Comparin§DR Algorithm With Dropping Data in a Full FIFO.

As we have seen, theDR algorithm behaves exceptionally well for extremely unre-
liable communication channels. When the nodes are spac@édeters apart, the prob-
ability of a successful packet transmissiomPis= (1.0 — .00631781)3*(11+2+13+2x5) —
16%. Which corresponds to a capacity &f96 bits/second for two nodes, ari@2
bits/second for ten nodes:( = 18). Thus, to maintain an effective00 bit/second
data rate for ten nodes the data needs a compression ra&i@) (622 and negligi-
ble distortion is seen. However, as the compression raticeases so does the dis-

tortion in Figure 4.18, which is seen in the delay and resgl8teady state errors in
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Elt,)(seconds)

Figure 4.10. Mean delay of,. assumingS = —90dBm, Pr = —3dBm,

n = 3.3, d, = 8.0 meters, each sample consistslotits, and up ta 2
samples will be transmitted if available in a single packet.
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2(t)()

Figure 4.11. Variance of the mean delay.Qf assumingS = —90dBm,
Pr =-3dBm,n = 3.3, d, = 8.0 meters, each sample consiststofbits, and
up to12 samples will be transmitted if available in a single packet.
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Et](seconds)

Figure 4.12. Mean delay ef,, assumingS = —90dBm, P, = —3dBm,

n = 3.3, d, = 8.0 meters, each sample consistslobits, and up ta 2
samples will be transmitted if available in a single packet.
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Figure 4.13. Variance of the mean delayvgf assumingS = —90dBm,
Pr =-3dBm,n = 3.3, d, = 8.0 meters, each sample consiststofbits, and
up to12 samples will be transmitted if available in a single packet.
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E[t,)(seconds)

Figure 4.14. Mean delay of,. assumings = —90dBm, Pr = —3dBm,

n = 3.3, d, = 8.0 meters, each sample consistslohits, and up t@ samples
will be transmitted if available in a single packet.
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Figure 4.15. Variance of the mean delay.gf assumingS = —90dBm,

Pr =-3dBm,n = 3.3, d, = 8.0 meters, each sample consiststofbits, and
up to2 samples will be transmitted if available in a single packet.
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Figure 4.16. Mean delay of,, assumingS = —90dBm, P, = —3dBm,

n = 3.3, d, = 8.0 meters, each sample consiststobits, and up t@ samples
will be transmitted if available in a single packet.
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Figure 4.17. Variance of the mean delayvgf assumingS = —90dBm,
Pr =-3dBm,n = 3.3, d, = 8.0 meters, each sample consiststofbits, and
up to2 samples will be transmitted if available in a single packet.
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Figure 4.18. Distortion for motor example in whiéh= —90dBm,
Pr = —-3dBm,n = 3.3, d, = 8.0 meters, each sample consistslofits, and
up to2 samples will be transmitted if available in a single packet.
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Figure 4.19. Typical step responses udiIR algorithm for nodes o2, 4, 6,
8, 10 and transmission distances@f, 70.5, 71, 71.5, 72.0, 72.5, 73.0, 73.5,
74 meters (each color in plot corresponds to a unique numbesaés).

Figure 4.19. Although the step responses are fairly smoelien the nodes are

74.0 meters apart the probability of a successful packet trassion isP = (1.0 —

.010108)8*(11+2+13+2x5) — 5 304, Which corresponds to a capacityldf1 bits/second
for two nodes, and07 bits/second for ten nodesy(= 18) with a required compression
ratio nearingt.

However, when a FIFO is full and if we choose to use no compyesand either
drop the oldest or the current data sample, we can reducedteeton at the lower
data rates. This was amexpectedesult, after reading about previous simulations in
which dropped data resulted in steady state error [11, EigLiL0, Figure 5, Figure 6].

However, we have been implementing our controller in a siyghfferent manner when
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Figure 4.20. Typical step response by dropping either ttesi@ample or
current sample when FIFO is full for nodes#, 6, 8, 10 and transmission
distances of0, 70.5, 71, 71.5, 72.0, 72.5, 73.0, 73.5, 74 meters (each

color in plot corresponds to a unique number of nodes).

not using compression. The controller only computes a nemncand when data from
the plant is received, which implies we do not calculate armbeommand which will

steer us away from our desired location by using a zero irfauthermore, we achieved
a significant improvement in distortion by simply droppifng tsampled control input
when data is not available from the plant. These two seemsigiple changes lead to

a significant improvement in reducing distortion as can lee $e the step responses in

Figure 4.20 and distortion plot in Figure 4.21.
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Figure 4.21. Distortion plot by dropping either the latesingle or current
sample when FIFO is full.

(7 ro (i)
e

PATRU

Figure 4.22 Passivdigital control network withPassiveAsynchronous
Transfer Unit PATRU.
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4.3.2.2 Asynchronous Passivity

Figure 4.22 indicates how to implementpassivedigital controller in an asyn-
chronous manner. The transfer of data between the comtesltethe plant is handled

by thePassive Asynchronous Transfer URATRU.

Definition 11 Define the sef as the set of received indexes (i—p(i)) from the plant
which correspond to the received tugleu,,(l)) and the set/ as the set of received
indexesk = (i — ¢(¢)) from the controller (via the PATRU) which correspond to the
received tuplék, v..(k)). When the plant and controller are initially enabled thesset
I and J are empty. For simplicity of discussion we assume that theralber can
instantly compute a new control commangd when new data arrives from the plant.

The PATRU then handles the transfer of data as follows:

1. Ifthe periodically generated tup(é, «,,(!)) from the plant has arrived to the PATRU
on the controller side then:
ifl el

Uoe(J) = Uop(l)

Toe(J) = Toc(4)

I=1Ul

calculate new,.(j), ande,.(7)

Voc(8) = Voc(J)

60c(i) - eoc(j)

j=j+1
else:

Voc(i) =0

oc(i) =0

transmit(k, v,.(k))
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2. Otherwise if no periodically generated tugleu,,()) from the plant has arrived to
the PATRU on the controller side then:
Uoc() =0
€oc(1) =0
transmit(k, v,.(k))

3. Ifthe periodically generated tuplé, v,.(k)) from the PATRU on the controller side

has arrived to the PATRU on the plant side then:

if ke Je
Vop() = voc(k)
J=kUJ
else:
Vop(i) =0

4. Otherwise if no periodically generated tugle v,.(k)) from the PATRU on the con-

troller side has arrived to the PATRU on the plant side then:

Vop(i) =0
Using definition 11 we give the following lemma:

Lemma 9 Using the PATRU as defined in definition 11,

(fop(0); €doc())N; = (€oc(d); Jopa(d)) (4.40)

holds for all V; and 1V;.

Proof 17 To begin, we note tha¥; > N; since the controller will only process received

data from the plant. From the scattering transform we alsovkrhat (4.40) can be
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equivalently written as

1 (uop (@), 112 = Nl (wep(D)) v,

2 > Il(oc(7))w, 112 = 1 (voc (), I12: (4.41)

It is sufficient for (4.41) to hold if both

1 (uop(@)nill2 > [ (uoe(5)) v, 112 (4.42)

and

2 (4.43)

1(voc(3)) ;115 = 1l (vop (D)),

hold. By definition 11 we know that.(;j) can only consist of unique samplesugf(:)
therefore (4.42) is obviously satisfied. Likewigg(i) can only consist of unique sam-

ples ofv,.(j) or the value therefore (4.43) is satisfied.

With lemma 9 we state the additional lemma which shows thiaiguthe PATRUan

expression can be obtained which is sufficient fetractly-output passiveystem when
i=j.
Lemma 10 Using the PATRU as defined in definition 11 in the control netwlepicted

in Figure 4.22. The following inequality is satisfied:

<fop(i)a T0P<i)>Ni + <€00(j>77100(j>>Nj > €(||(f0p(i>)Ni

% + H(eoc<.j>>Nj H%) - 6 (444)
in whiche = min(e,, €,.) and s = G,, + Go.. Wheni = j the network is strictly-output
passive.

The proof follows along the lines as the one provided for taeo4.

Proof 18 First, by theorem 3-I(7, is transformed to a discrete passive plant. Next, by
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theorem 2 both the discrete plant and controller are transfed into a strictly-output

passive systems. The strictly-output passive plant sstisfi

(fop(@); €op(@)) Ny = €opll (fop(7)) g — Bop (4.45)

while the strictly-output passive controller satisfiesi@).

(€oc(d), foc(d))n; = EOCH(eoco))NjH% — Boc (4.46)

Substitutingeaoc (i) = rop(i) — €op(i) @and fopa(j) = foc(j) — roc(7) into (4.40) (which
holds by lemma 9) yields

(fop(),7op(1) = €op(1)) Ny = (€oc(d)s foc(d) = Toc(F))N;
which can be rewritten as

(Jop(0); Top(0)) ni + (€oc(5), Toe(3)) Ny = (Fop(D); €op(D)) v + {€oc(d), foeld))n; (4.-47)

so that we can then substitute (4.45) and (4.46) to yield

<fop(i)a T0P<i)>Ni + <€Oc<j>7,roc<j>>Nj > €(||(f0p(i>)Ni

3 + H(€OC<j>>Nj H%) - 6 (448)
in whiche = min(e,p, €,.) and 5 = B,, + Goc. Thus (4.48) satisfies (2.19) wheg: j in
which the input is the row vector ¢f,,, r..|, and the output is the row vectpf,,, e,

Interestingly, we can describe the controllers behaviderms ofi since thePATRU
only transfers data to the controller when available froen pkant or sends @ to the

plant when no control data is available. Equivalently we siamply transfer & to the
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controller when no data is available from the plant and useitzised controllelG.. in
which G. = G, when data is present from the plant andGgt= 0 when thePATRU

fills in the missing data fov,.(7), v,,(i), ande,.(¢) with 0.

Theorem 11 Using the PATRU as defined in definition 11 in the control netvae-
picted in Figure 4.22. The digital control network in Figu#e22 is strictly-output

passive.

Proof 19 From lemma 10 we have shown that (4.44) holds. Given defiritlg both

||(6OC(j))N]‘||§ - ||(6OC(i))Ni g (449)

and

<600(j>>7’00(j)>Nj = (€oc(1), Toc (7)) N, (4.50)

will hold, therefore,

) — 08 (4.51)

(fop(), Top(0)) i + (€0c(2), Toc(8)) vy 2> €(I|(fop(2)), g + [[(eoc())

holds in whiche = min(e,,, €,.) and g = Gop + Foc-

4.4 Conclusions

We have completed a comprehensive study and simulatipaggivecontrol over
wireless networks. The papers which we have studied, asieilesne way directional
flow, howeverpassivenetworks have correlated bi-directional flow in which thanl
sends sensor data to the plant, and the controller sends aodnata back to the plant.

In order to complete our study, we needed new theorems tondieke the network
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capacity and corresponding delays for bi-directional fldMe chose to study a token

passingMAC, in which:

1. the plant (statiomm = 2(n — 1)) and controller (statiom:/2) were stations of a

node ring network depicted in Figure 4.1,

2. we determined the network capacity, mean round trip trawee and variance of
a packet of data in a ring network,,, which is described by a Markov chain and

transition matrix (4.9), and the corresponding formulasgven in Lemma 6,

3. in order to account for the overhead of the data acknowlebgader, and frame
control sequence we introduced the corresponding defirfidiodata capacityDef-
inition 9)

4. Definition 9 (and an extremely useful analysis relatingkea error rate to node

spacing with wireless transceivers such as the CC2420 ireAgig C.2) allows us

to generate figures such as:

a) Figures 4.2,4.4 in which the maximum data capacity isrethby sending the
longest possible packet until a distance spacing of the sxadsuch thap is

fairly low,
b) and Figures 4.3,4.5 in which a maximum spacing is indecateich provides the

maximum data capacity distance for relaying data over a network,

5. in order to account for the delays associated with bufégnpending data in a FIFO,

we provide Lemma 7 for studying the correspondiimQ delay,

6. Lemma 7 shows that the delay will undergptaseshift in which it will suddenly
increase at a critical number of nodes and node separattemde, as seen in Fig-

ure 4.6 and verified by simulation in Figure 4.7 such that

129



a) the sudden increase in delay is equal to the maximum alldwéer delayD

and it occurs when the data ratec % = —2(";1),

b) this is intuitive since once data is generated at a rateestti@eds the capacity of
the network, then the delay will continue to grow unboundetil packets are

dropped which occurs when the FIFO is full.
In order to evaluate control performance over passivewireless network we:

1. introduced a new definition for distortion Definition 10iain allowed us to evaluate

and compare:

a) a new adaptiveDR algorithm as described in Section 4.3.1, which we showed

to bepassivgLemma 8),

b) anovel strictly-output passiv@synchronous controller as depicted in Figure 4.22
which only computes a new possibly non-zero control comnvameh valid data

from the plant is received (Section 4.3.2.1)

2. provide a new Theorem 11 (with corresponding new Lemmaah@d, Lemma 9)
showing that the asynchronous controller, governed by&ERUdefined in Defi-

nition 11, is indeedstrictly-output passive

3. Figure 4.21 shows the corresponding improvement indistofor the asynchronous
controller, as compared to the one which uses the adaptwpmEassion scheme as

shown in Figure 4.18.
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CHAPTER 5

IMPLEMENTATION USING NECLAB

5.1 Introduction

This chapter is taken from [54heclabwas successfully demonstrated at the Infor-
mation Processing in Sensor Networks 2006 (IPSN 2006). &ttnference we suc-
cessfully balanced a ball on a beam (Figure 5.1) with wigefesdback usingeclab

Typically, when a controls engineer needs to develop a nesed-loop control sys-
tem she develops the control system in phases. The first ghtasgevelop a mathemat-
ical model of the system and synthesize a controller. Therskphase is to simulate the
control system using tools such as MATLAB [74]. In the thifugse, using the results
from the simulations, the engineer integrates sensorsatms, remote data acquisi-
tion and control equipment into the system. This is done d@epto acquire additional
data and refine the models in order to optimize the controlléren the third phase is
complete, the engineer has optimized and deployed a robasiot system. Systems
with a higher degree of autonomy will also have fault detecand remote monitoring
systems. Typically these digital control systems are apexl using a dedicated data
acquisition system attached to a cable interfaced to a ctanpunning a real-time-
control software, such as RTLinux [140]. For control systemwhich a wired control
system is not possible or desired, the available desigs foothe engineer are limited

at best.
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In this chapter, a software environment is introduced datleclah that is a soft-
ware environment designed to allow easy deployment of méabembedded control
systems, in particular wireless networked embedded csystems callesvnecs The
components ofeclabare presented in the following and described in terms ofsstla
cal control experiment, the ball and beam.

Note that most of the tools currently available to aid theieegr develop software
for wireless embedded systems are geared specifically fisirgg The majority uses
Berkeley’sTinyOS[12]. Note also that the majority of thBnyOSapplications listed in
[12], are not designed to be wirelessly reconfigurable. kan®le, one reconfigurable
system which usesinyOSis Harvard’s moteLab [131], where each mote is connected
to a dedicated programming board that is connected to anrigtheable. This is nec-
essary in order for each mote to be reconfigured in order toluggS A reliable
protocol, called Deluge, to enable wireless programming@inyOSapplications has
been developed [47]. Deluge is currently part of heyOSdevelopment tree, and
should be an integral part of the next stable releaseryfOS

We considered Deluge but in view of our sensor and contrdiegtpns of interest
we decided to work with an alternative to tiemyOSoperating system calleBOS
[124]. SOSoffered an alternative working design for network reprogmang for the
three following reasons. First ti@OSoperating system utilizes a basic kernel which
should only have to be installed on the mote once. The seceyélement is that the
SOSkernel supports small, typically one-twentieth the sizeadinyOSapplication,
dynamically loadablenodulesover a network. Last, thBOSkernel supports a robust
routing protocol, similar to MOAP [116], to distributeodulesover a wireless network.

We built neclah our networked embedded control system software envirahme

usingSOS Specifically,neclabis a collection of software consisting of five main com-
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ponents. The first componentlild utilities, is a set of utilities designed to build and
download all required software tools and libraries in orieuseneclab The second
componentSOS is an operating system developed by the Networked and Edeloed
Systems Lab (NESL) at UCLASOSss a highly modular operating system built around
a message passing interface (MPI) which supports varicaepsor architectures, in-
cluding those on the MICA2 Motes. The third componesais utilities are the utilities
to facilitate code development and deploymerB&fS modulesThe fourth component,
necroot is a file system structure and language designed to sedyrl@ssconnect in-
dividual motes for distributed control. The fifth componefRteeMat utilities are a
set of utilities to facilitatewnecsdesign using FreeMat. FreeMat is a free interpreter
similar to MATLAB but has two important advantages. Firsg&Mat supplies a direct
interface for C, C++, and FORTRAN code. Second, FreeMat hasilain API for
MPI similar to MatlabMPI [52].

neclabprovides a mini-language built on facilities similar to seosupported by
UNIX. A modern UNIX OS supports facilities such as pipes k&is and filtersneclab
allows the engineer to developanecsby designing contrainodulesvhich can be in-
terconnected usingetworking message pipe A networking message pipg an ab-
straction to pass arrays of structured binary data from oodube to another over a
network. Anetworking message typedicates how the data should be handled, for
example, descriptors are used to indicate standard, estdimg, and control messages
which are passed over a network; e.g. control messagesdioated by thecontrol
message type

Specifically, anetworking message pipgused to interconnect data flows between
networking sourcg, networking filtes, andnetworking sink. A networking source

creates data which will be sent over a networkn&iworking filtes, andnetworking
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sinks. Similarly, anetworking filterwill receive data from either aetworking source

or anothemetworking filter The networking filterwill proceed to optionally modify
the data and send the new data to anotieworking filteror networking sink A
networking sinkis where the network data flow for a given route ends. In order t
implemenietworking message pipae will use the network message passing protocol
provided bySOS Like UNIX, SOSprovides a way to run and halt programs which have
a corresponding process id. These executable prograi8®8&are known asnodules
neclabprovides an interface to passtworking configuratiomessages to a module in
order to configure and enable the network flow of data betweedulesn the wnecs

at run-time.

Using these facilities we will demonstrate an implementanf a highly parallel
wnecsin which a secondary controller is reconfigured, while thienpry controller
maintains a stable control-loop. Once reconfigured, thesrof the two controllers will
be switched. Other, highlights will illustrate that a catérengineer can actually create
concise routing tables by simply describingiaecswith neclab This is a natural result
of wnecsn general.

neclabs use ofSO% dynamic memory allocation services, easily allows foyst s
tem which enables a control engineer to work through thersieand third phases of her
design project. This highly configurable environment withwires would have been
difficult to implement withTinyOSsince TinyOSdoes not support dynamic memory
managementSOSon the other hand does. OtheOSfeatures whicmeclabutilized
are the ability to dynamically share functions and load esaale files (modules) over
a wireless channel while tHeOSkernel is still running.SOSmplies flexibility, and as
a result it was chosen as the core componenetdab For a more detailed discussion

on the advantages and differenceS@iSas compared to other solutions, refer to [44].

134



neclabis not the first project to utiliz&0S Other projects such as Yale’s XYZ Sensor
Node project [70] and various projects at NESL are starttnggeSOSsuch as the
RAGOBOT [35].

In presentinqheclal we will illustrate its use by presenting a typical undedyrate
control lab problem modified to bevanecs We will then generalize this problem,
by describing a tutorial application, which a user can adffive MICA2 Motes and
a programming board are available. As the tutorial appboais described we will
highlight the various components néclabwhich highlight the many issues that have

to be addressed in order to develop a robustécs

5.2 Problem Description

Consider an undergraduate controls laboratory experinmettteaches a student
how to control the position of a metal ball on a beam. The erpant uses a motor
as an actuator, and two variable Wheatstone bridges foirggnBhe bridges measure
angular position of the motor, and the absolute positiorhefldall on the beam. In
the first laboratory experiment, the students are requoekktermine the actual model
parameters of the ball and beam plant [126]. The next lab][l&&hes the student
how to control the exact position of the ball on the beam. Tiuelent designs and
implements the control system using MATLAB, Simulink [74hd the Wincon server
for real-time control [98]. The sensor inputs and outputs ascessible through the
MultiQ board. We are going to replace this system usiaglah the MICA2 motes and
a general purpose I/O boards developed for the MICAbot [79].

Figure 5.1 illustrates such a system. Withclabinstalled on a host computer
a MICA2_N_gateway mote is typically accessed via a serial port. Fidguteindi-

cates that MICA2N _gateway is interconnected to a MIB510 programming boaré. Se
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[23] for additional details on the MIB510. In order to conttbe ball and beam
plant the following control loops (jobs) need to be impleteen(spawned). First the
MICAZ2 _N_actuator needs to reliably control the angular positiarf the beam. This is
achieved by controlling the angular positi@rof the motor. The actuator will receive a
desired angular position set-point and will control the onotn networking terms, the
MICA2 _N_actuator behaves asn@tworking sinkor networking messages, and takes
actions based on the messages sent twitgrol standard inputAccording to [125] the
desired response time for controllingshould be around 0.5 seconds. This is a fairly
aggressive target to meet for the low data rate wirelessarktaontrol system. As a
result, we have initially kept this control loop internal ttee MICA2 N_actuator. In
order to do this we link this code statically to the kernel rder to guarantee a stable
control loop on start-up. The second control loop involvihg actual position of the
ball, requires around a 4 second settling time, which isxealsle to implement over the
wireless channel. This loop is accomplished by MICNZensor sampling data from
the ball position sensor output with the ATmega 128L built0 bit A/D converter (see
[5] for additional information on this chip’s features). &MICA2_N_sensor behaves
as anetworking sourcéor generating networking messages, sending its data atong
MICAZ2 _N_controller-A and MICA2N _controller-B respectively. Depending on which
controller is enabled, the enabled controller will behaseaaetworking filterby cal-
culating an appropriate command to send to MIC2ctuator based on the users
desired set-point received. Figure 5.2, illustrates haw/gistem can be implemented

usingSOSmodules and messages which we will refer to as we disteisiab
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5.3 neclab

Looking at figure 5.2, one can appreciate the number of disgoftware com-
ponents required for an engineer to obtain a workivigecs In this figure the en-
gineer has successfully built and installed kernels on fivees) loaded all the re-
quired modules on to the network, and created routing tablesder to create a stable
closed loop controller to monitor and maintain the positadrthe ball. In order to
useneclabthe engineer must first download the 1.x versiorS@Sto a unix based
PC. The locatior5OSis installed will be referred to as SOSROQIeclabwill be in
the SOSROOT/contribeclabdirectory which will be referred to as NECLABROOT.
From there all the engineer needs to do is follow the insivastin the NECLAB-
ROOT/README SOS-1.X file. The first task thateclabwill do for the user is down-
load, build and install all the necessary tools to build arsdall software on the MICA2
motes so to work with the FreeMat environment. Once the tasnstalledneclab
will apply some minor patches in order to fully utilize t&®©Ssoftware. From there
the engineer should test and fully understand the exampik_a@b. The blinklab is

discussed in Appendix A.

5.3.1 build utilities

neclabhas been designed so that a user does not require root acdastdtand
install her tools. This offers two distinct advantages, fir&t being that the user can
modify any appropriate component that is needed to maxinhizeperformance of
the system. For examplegclabactually downloads and allows the user to build an
optimized BLAS (Basic Linear Algebra Subprograms) libraiging ATLAS (Auto-
matically Tuned Linear Algebra Software) [132]. Secondrivpdes all users with a

consistent tool-kit eliminating potential software bugseaciated with not using a con-
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sistent tool-chain. The key tool used is the butibdl_makefiles program which reads
a configuration file located in NECLABROOT/etc/build.comfdagenerates a custom

makefile for all the following tools:
e perl —key tool for various utilities imeclab[129]
e avr-binutils — used for the MICA2 and MICAz motes [37]
e avr-gcc — used for the MICA2 and MICAz motes [36]
e avr-libc — used for the MICA2 and MICAz motes [82]
e ATLAS — used with FreeMat[132]
e FreeMat [6]
e Uuisp — used to load an image on to the MICA2 and MICAz motes [81]
e tcl — (Tool Command Language) required for the tk library][95
e tk — graphical user interface toolkit library required fottipon [95]
e python —[128] used in conjunction with pexpect [115] for@uaation

e SWIG — [8] is a tool to connect programs written in C and C++witgh-level

programming languages such as perl and python.

The auto-generated makefiles are then installed in eacbspwnding

NECLABROOT/src/buildutilities/< tool > directory and invoked to download, build
and install each< tool >. The installation directory is in NECLABROOT/tools/. As
a result any user can build and use her own tools, withoutnigato ask the system

administrator for permission!
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5.3.2 SOSandsos utilities

Referring back to Figure 5.2, on the local host PC (HOXT), the engineer has
just finished creating @necsusing theneclahruntool provided byneclab Each mote
has a kernel; however, they do not have to be unique, as idyctdewn in Figure 5.2.
For example, the MICAZ2N_gateway mote has the sosbase kernel which has a statically
linked module which we will refer to by it's process id SOSBALID. Other motes
such as MICA2N _sensor, MICA2N_controller-A, and MICA2N_controller-B have a
blank sos kernel with no statically linked modules. Finally theQW2_N_actuator has
a custom kernel, custasos, with statically linked modules ANBOSSENPID (a
module which manages the angular position sensor), and MOT_PID (a module
which controls the angular position on the motor). The cumssos kernel was required
to generate a pwm output in order to drive the H-Bridge on thHE€Abot board. The
remaining modules which are dynamically loaded and unldader the network, are
either in an active or inactive state. When in an inactiveedtaey do not consume any
additional processor RAM but do take up program space in dsé fl

In order to load and unload the modules the following programe required. First,
the sos server, sossrv, needs to be built, installed anédtaeclabmanages this with
the makerules andeclah{sim,run} commands. The makerules first manage building
and installing sossrv into NECLABROOT/tools/bin. Theclah{sim,run commands
can be used either to begin a simulation ofr@ecswith the neclabhsim command or
to run awnecsusing theneclabhrun command. Either command can be treated as
equivalent for discussion. Theeclabhrun command starts the sossrv and connects it
to the MICA2 N_gateway mote. Figure 5.2 indicates that sossrv is listefanglients
on HOST.PC via the loop-back interface on port 7915 while listeniag ihcoming
packets filtered through the MICAR_gateway attached to /dev/ttySO.
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Next theneclahrun tool creates an input fifo and starts t8®Smoddgw client.
The moddgw client is anSOSapplication that runs natively on a PC, it provides a
shell like interface in which user input can be redirecteth®ofifo for automation. The
modd.gw client maintains a database file .meersiondb local to where it is started.
This database tracks the different dynamic modules whiehl@ded and unloaded
from the network. If another engineer chose to use the santesiothe lab, they will
either need access to this file or re-install new kernels bthalmotes. As a result
neclabmakes sure that the modpv is started such that the database is located in a
publicly accessible directory such as /tmp so others cagsacnd run their own exper-
iments. Theneclahrun tool then proceeds to build all the required network modules
load them on to the network, and establish the networkintesoior the control system.
Lastly, the closed loop control system is enabled and candrgtared and modified as
necessary.

Another toolneclabprovides is the creatmoduleproto tool to generate a new
module prototype for beginning developmemteclabhas built into its makerules a
mechanisms to generate tags files to assist in tracking aelinterrelationships that
modules have with the kernel and other modules. Once theneeghas a satisfac-
tory implementation she can use the appropriate optioma fie neclahrun tool to
easily rebuild and re-install new module images as necgs3drese tools provide a
stream-lined mechanism for simulating and generatingcs Building off of SOS
novel technique of tracking module version numbers as theydgnamically loaded
and unloadedneclabhas created a file-structure knownreecrootto track, simulate,

and developvnecs

140



5.3.3 necroot

Modules are tracked by their process id, similar to a proaggenerated by the
ps command on a unix machine. This id is actually used to dmessages which are
passed on aBOSnetwork. Every message passed on &t@Snetwork has a corre-
sponding destination process id and address. The procdedddhowever, is only
8 bits, which supports only 255 unique process ids. Clearyenthan 255 unique
modules will be developed to be run on t8®Soperating system, so there needs to
be a clean way to address this limitatioBOSuses two files to define the associa-
tion of a process id with a given module, mpd.h and modpid.c. The germod pid
tool combined with makerules and thecrootdesign allow for dynamic generation of
mod_pid.h and modpid.c for a corresponding lab project.

In necrootthe NECLABROOT/sraiecrootmodules.conf provides a line by line list
in which each entry consists of a full-path to a correspogadirodule and a short de-
scription of the module. Each item is delimited by a colon.e Thodule process id
is parsed directly from each modules.conf entry and addedadpid.h. The corre-
sponding description is then added to mud.c for simulation and debugging. Fur-
thermore, static modules and modules to be loaded over ttveorieare uniquely
identified by grouping these modules between thestatic >, < /static >, and
< network >,< /network > tags respectively. The modules.conf is to serve as
a global file, in it the key modules faneclabare listed. These entries include the
moduledpc module (MODD _PC_PID) andneclabis configuring module (CONFIG-
URING_PID). The moduledbc module, is a statically linked module which runs on the
moddgw client. The configuring module provides an interface fiaatingnetwork-
ing source, networking sink andnetworking filtes. It also provides the interface to

configure modules and enable tbentrol standard inputontrol standard outpunet-
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working design referred to in the introduction. The remagnnodules are identified in
the engineer's NECLABROOT/labs/bdieamlab/etc/modules.conf.local file.

The nextissue is to create a design which would allow a useasdy manage pro-
gramming and tracking each corresponding mote’s kernelnaodule configuration.
This is solved by the construction of the NECLABROOT/aestrootetc/network.conf
and the corresponding
NECLABROOT/labs/ballbeamlab/etc/network.conf.local files. Each entry follows
nearly the same language structure as the build.conf fileritbesl in thebuild utili-
tiessection. The only difference instead of identifying a tagdch entry describes a
mote and all the properties local to that mote. Using thedbuibte makefiles tool, a
custom makefile for each mote described in the network cordigun files is gener-
ated. Then th@ecrootdirectory structure is generated in the badlamlab directory.
Furthermore the engineer can uselahrun with the appropriate options to build and
install the corresponding kernel on to her motes. For refagea typical network.conf

entry for a mote is as follows:

<mote>

SOS_GROUP = 13
ADDRESS = 2
NECLAB_PLATFORM = mica2

KERNEL _DIR = ${NECLABROOT}/src/patched_sos-1.x/sosbas e #$
X =6

Y = -12

Z =5

LOC_UNIT = UNIT_FEET
TX_POWER = 255
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#CHANNEL = ? has no effect for mica2

</mote>

The configuration language is GNU Make combined with some XMé tags to sep-
arate each mote entry. Although, not true for mobile motasheon-mobile mote has
a fixed location. This information is typically used for geaghic routing protocols,
such as those implemented on Yale’s XYZ platfor®OShas built in the capability
to track the location of each mote into its kernel; hence Xh¥, Z, and LOCUNIT
entries. Theneclabproject assisted in this design by introducing the Z dimamsa
LOC_UNIT to associate relative position with a given dimensiang a gpdoc vari-
able to track GPS location information. The gateway moteikhtypically assign itself
a GPS location in order to assist with routing and intercating of other laboratories
around the globe. Presently, gl maintains precision down to one second. A sample
GPS entry, here at Notre Dame would have the following forfmate the Z coordinate

is an elevation relative to sea-level in feet).

GPS_X_DIR = WEST
GPS_X_DEG = 86
GPS_X_MIN = 14
GPS_X_SEC = 20
GPS_Y_DIR = NORTH
GPS_Y DEG = 41
GPS_Y_MIN = 41
GPS_Y_SEC = 50

GPS_Z UNIT = UNIT_FEET
GPS 7 = 780

Note, each platform th&OSsupports has a wireless radio setting unique to each mote.
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In the above sample the radio was set to full powerclabis also working on formal-
izing the interface to modify the frequency and channel efrddio. As the comment
notes, the MICA2 mote does not currently support the chaimteiface; however, the
MICAz mote does. The other parameters such asSG&GROUP id is used to fil-
ter radio packets out in the network that do not belong to plaaticular group. Each
mote entry should have a unigu§@SGROUP, ADDRESS) pair. Being able to group
motes and designate different channels, provides one walot® multiple laboratories
to interact and perform co-operative tasks.

For example, the ball and beam lab, can be modified to simtiiateansfer of one
ball from one station to another, as might be done in transfgiparts from one as-
sembly cell to another. Furthermore, by building in theibtb group the motes and
assign each group to a separate radio channel, we havecceeatechanism to cre-
ate groups which can co-operate without worrying about getimgy radio interference.
This feature we plan to exploit with the MICAz motes when depé@ng routing algo-
rithms between groups. The routing will be implemented leetwthe gateway motes
of a group. The gateway mote will typically be attached tarthespective HOSTPC
and the routing of packages will occur over the Internet.

Finally, the issue of declaring the desired kernel is adsrésvith the KERNELDIR
entry. The KERNELDIR entry provides the full path to the desired kernel to leelked
and built. Any modules that the engineer plans to statidalk/in her kernel should be
addressed in her respective kernel makefile.

After the engineer has successfully built her newly createcrootfile structure,

the following root tree will result.

[user@host_pc ball_beam_lab]$ find ./ -name "mote * "

Jroot/group13/motel
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Jroot/group13/mote2
Jroot/group13/mote3
root/group13/moted
Jroot/groupl13/mote5
Jroot/groupl4/motel
Jroot/groupl4/mote2
Jroot/groupl4/mote3
Jroot/groupl4/moted
Jroot/groupl4/mote5
[user@host_pc ball_beam lab]$

In each mote directory there is a module configuration filesesponding to every mod-
ule identified in the corresponding modules.conf and madadef.local files. These
are used in conjunction with the configuring module to set u@g@arameters and set
up routes in the network. Looking in the motel directory fwample the user will see

the following additional files.

[user@host_pc ball_beam lab]$ Is -1 root/groupl3/motel/ *.mod
root/groupl3/motel/ball_beam_con.mod

root/groupl3/motel/ball_pos_sen.mod

root/groupl3/motel/configuring.mod

root/groupl3/motel/moduled_pc.mod

root/groupl3/motel/ang_pos_sen.mod

root/groupl3/motel/mot_act.mod

[user@host_pc ball_beam_lab]$

These user editable files provide an interface in order taheseonfiguring module to

create routes. These routes can be configured using the amivime or can optionally
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be declared in the routing.conf file. All lines starting witi# are comments. What the
following segment of routing.conf should illustrate is th&e have created a compact
language to describe networking routes. Thegswmirce, nefilter, and netsink com-
mands are intended to emphasize that a module will be coefigorbe in one of those
three states. The optional arguments such 944 are to show that the engineer
can describe up to two destinations and the behavior isrdated by the respective —
m{0,1} option which describes theetworking message typer each destination. This
allows an engineer to redirect control data flow into erraadw for monitoring for
example. It should also be noted that although we are usimgehbrootfile system
to maintain and describe our routes, an ad-hoc routing neodolild be designed to
utilize the configuring module interface in order to buildigrary networking routes
based on some metric. This language can further be utilzettscribe these routes
using a graphical user interface.

The ballbeamlab’s etc/routing.conf file is as follows:

#1/bin/sh

#routing.conf

#define some constants

TIMER_REPEAT=0;TIMER_ONE_SHOT=1
SLOW_TIMER_REPEAT=2;SLOW_TIMER_ONE_SHOT=3

MSG_STANDARD 10=35;MSG_ERROR_10=36
MSG_CONTROL_IO0=37;MSG_ROUTING_I10=38

cd SNECLABROOT/labs/ball_beam_lab/root/groupl13

#Main control-loop

#MICA 2 N _sensor -> MICA 2 N_controller-A -> MICA 2 N _a ctuator

#Secondary control-route
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#MICA 2 N _sensor -> MICA_2 N_controller-B

#Configure the MICA_2 N_sensor (mote2/ball_pos_sen) rou tes

net_source -m mote2/ball_pos_sen -t "$TIMER_REPEAT:1024 "
--d1=mote3/ball_beam_con --m1=$MSG_CONTROL_|IO \
--d2=mote4/ball_beam_con --m2=$MSG_CONTROL IO

#Configure MICA 2 N_controller-A (mote3/ball_beam_con ) routes
net filter -m mote3/ball_beam con -t "$TIMER_REPEAT:204 8" \
--d1=mote5/mot_act --m1=$MSG_CONTROL IO \

--d2=motel/moduled_pc --m2=$MSG_ERROR_IO
#Configure MICA_2 N_controller-B (mote4/ball_beam_con )
net_sink -m mote4/ball_beam_con -t "$TIMER_REPEAT:2048"
#Configure MICA 2 N_actuator (mote5/mot_act)
net_sink -m mote5/ball_beam_con -t "$TIMER_REPEAT:256"
#Activate the routes $
net_enable {mote5/mot_act,mote4/ball_beam_con}

net_enable {mote3/ball_ beam_con,mote2/ball_pos_sen}

As shown in Figure 5.2, three routes are clearly establis@er route establishes the
control loop from sensor to controller to actuator. A secomute delivers sensor and
controller debugging information back to a gateway motehifdtroute enables a sec-
ond controller to act as a slave. The ball-position-sensmiute on mote2 is configured
as anetworking sourcegenerating &ontrol standard input outpunessage to be sent
to the ball-beam-controller module, on mote3 every secariD@4 counts. The ball-
beam-controller on mote3 is configured asedaworking filter As anetworking filter

it handlescontrol standard input outpunessages from mote2’s ball-position-sensor,

computes the appropriate command and serusaol standard input outpuhessage
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to mote5’s motor-actuator module. Furthermore mote3’¢-lidm-controller mod-
ule will generate a debugging message destined for the ggtewtel’s non-resident
moduledpc module every two seconds. By sending information to thevgay mote,
neclabcan support remote monitoring. The modulgdmodule was arbitrarily chosen
to illustrate that an arbitrary non-resident module id carrdserved in order to pass a
message up to the sossrv program and a client can be des@haddle and display
this message on the engineers HOSCT display. Terminating the control loop route as
anetworking sinkmote5’s motor-actuator, handlesntrol standard input outpunes-
sages from mote3’s ball-beam-controller and actuates ¢laenb The motor-actuator
controls the angular position of the beam and requires arfasntrol loop of a quarter

of a second; hence, the timer is set to 256 counts.

5.3.4 FreeMat utilities

The FreeMat utilitieswill provide an interface for users familiar with MATLAB to
appropriately modify configuration parameters h@clabmodules designed and writ-
ten in C. These utilities are currently the least developedéclalh however, the major
design problems have been confronted. There were numebstigates which had to
be overcome in order to develop these utilities. The firsbagdishment was getting
FreeMat to build and install. Second was to integrate ATL#d®that the engineer can
have an optimized matrix library for simulation and devetgmt. Third was to develop
the configuring module to allow a higher level networkingtpaml to be implemented
in order to interconnect modules in a manner similar to thé pMBtocols identified in
the introduction. Lastly, was identifying SWIG as a possibandidate to assist with
generating shared libraries to allow us to interface®08modules with FreeMat. We

have used SWIG to generate interface files and shared esréor python which we
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have used to create our initial graphical user interfacdiegpn. We have also used
SWIG to interface to our configuring module and do initiakiteg of the module. Al-
though, FreeMat does provide a native interface for C and @egrams, we feel that
learning to effectively use SWIG to handle interfacing wi@®Swill allow a more flex-
ible development environment in which usersnaficlabcan use whatever high-level
software tools they desire to use.

The FreeMat utilitieswill allow an engineer to generate her own routing tables
while allowing users to receive and monitor data from moslusing theFreeMat
client The FreeMat clientwill connect to the sossrv and relay all data destined for
the FREEMATMOD_PID. Setting parameters and displaying data should be transpar
ent due to the configuring interface provided by the combgwdiguring module and
the data flash swapping interface provided3®S The configuring interface provides
all the necessary elements for a module to establish up todutes, configure a timer
and change up to 8 bytes of parameter data in the modules RA&Karfdle larger data-
sizes the user can either rely on the lar§&&SRAM memory block of 128 bytes. The
difficulty is that there are only four 128 byte RAM blocks daaie for the MICA2 and
MICAz motes onSOS The problem is further compounded in that the radio reguire
at least one 128 byte block to receive 8@Smessage over the network. In order to
simultaneously send and receive a 128 byte message, a sSEZ®hgte block of RAM
needs to be allocated by the radio. This means that the usentedly has only two
128 large blocks of RAM available for allocation and they@ldde used for temporary
operation such as being allocated to perform linear algetutnes. The second option
is to dedicate a section of internal flash memory for storiogfiguration parameters
and reading the configuration parameters into the locakstadng module run-time.

This is a preferred option because swapping in 256 bytestafidto the stack should
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only require around a tenth of a millisecond. This is a fdasiption as long as the en-
gineer utilizes the co-operative scheduler provide®&B\& and avoids interrupt service
routines, and nested function calls which require largewantsof the stacks memory.
Being able to effectively manage the RAM and stack will alloeclabto sup-
port a much larger design space. For example, by gaining kiigyato configure
up to 256 bytes of data, the engineer can begin to developbipdiour full-state ob-
servers. The following sections of configuring.h illuséréibth thenetworking config-
uration andcontrol standard inputnterface. Thenetworking configuratioms defined
by the configuringmessageype. Thecontrol standard inpuis handled using the stan-
dardio_messagéd and indicated by the MS&ONTROL IO message id.

#define MSG_CONFIGURING MOD_MSG_START
#define MSG_CONFIGURING_ENABLE (MOD_MSG_START + 1)
#define MSG_CONFIGURING_DISABLE (MOD_MSG_START + 2)
| = #define MSG_ * 10 «/

#define MSG_STANDARD_IO (MOD_MSG_START + 3)
#define MSG_ERROR_IO (MOD_MSG_START + 4)
#define MSG_CONTROL_IO (MOD_MSG_START + 5)
#define MSG_ROUTING_IO (MOD_MSG_START + 6)

| = #define MSG_ » 10 «/

#define CONFIGURING_SOURCE (1<<0)
#define CONFIGURING_SINK (1<<1)
#define CONFIGURING_FILTER (1<<2)
#define CONFIGURING_ENABLED (1<<3)

#define CONFIGURING_CONFIGURED (1<<4)
#define CONFIGURING_RESERVED (1<<5)
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#define CONFIGURING_TIMER_0_BIT 0 (1<<6)

#define CONFIGURING_TIMER_0_BIT_1 (1<<7)

#define CONFIGURING_TIMER_O 0

#define SIZE_OF _MULTI_HOP_PACKET SOS MSG_HEADER_SIZE

#define SIZE_OF _MSG_SMALL_BLOCK  (32)

#define SIZE_OF _MSG_LARGE_BLOCK  (128)

typedef struct destination_type{
uintl6_t daddr; / * Destination address */
sos_pid_t did; / * Destination pid */
uint8_t type; / * Message type to send * [

} _ attribute_ ((packed))

destination_t;

#define CONFIGURING_N_DESTINATIONS 2
typedef struct configuring_type{
uint8_t flag; / * source, sink, etc. */
uint8_t size; / * Size of user data */
sos_pid_t pid; / * pid of user module */
uint8 t pad; / * pad for alignment */
/ = destinations takes up to 8 bytes */
destination_t destinations] CONFIGURING_N_DESTINATION
uint8_t data[8]; / * 8 bytes for user to store
user specific data */
} _ attribute_ ((packed))

configuring_t;/ * 20 bytes leaving 12 bytes for 6 function
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pointers in the app_state t structure
= 32 bytes = SIZE_OF_SMALL_BLOCKS

for the avr processor */

typedef struct configuring_message_type{
int32_t interval; / * The ticks/counts you want to place

for the timer if timer < 0 the

timer is disabled by definition! */
configuring_t conf;
} _ attribute_ ((packed))
configuring_message _t; / * 24 byte packet leaving 8 bytes

(8 required) for multi-hop routing

worst case  */

typedef enum {UINT8_T, INT8_ T, UINT16 T, INT16 T,
UINT32_T, INT32_T, FLOAT_T,
USER_STRUCT T} standard_io_types;

typedef struct standard_io_message_type{
/ = Engineer can send a vector of data_types */
uint8_t data_r;
/ = Engineer can send an array of structures
as long as the size of is specified * [
uint8_t data_size_of;

/* One of standard_io_types */
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uint8_t data_type;

/= sid of sender of standard i0 message * [

sos_pid_t sid;

uint8_t data[MAX_STANDARD_IO_LENGTH]; /  *32-8-4=20 =*/
} _ attribute_ ((packed))

standard_io_message _t;

Refer to theneclabdocumentation for additional details.

5.4 Conclusion

In developingneclabmany challenging design issues were addressed and solved.
neclabfirst addressed the need to have a consistent tool chainasueiess-compilers,
for the MICA2 motes. This design problem was solved usieglabis build utilities.
The next design issue to be addressed was automating altkedssociated with load-
ing software on to the MICA2 motes. This was addressed byldpiey sos utilities
These utilities assisted in generating new modules, Igadiiodules on to the network,
building and installing new kernels on to the MICA2 moteseTiext design issue was
to create a mechanism to track the type of kernels and prep@tteach MICA2 mote
on the network. This was accomplished, usingrteerootdesign. Building on the tools
developed fronbuild utilities, the network.conf file provides a simple interface to man-
age each motes kernel, static-modules, radio configurdtioation, group, and address
properties. Next by showing a well-designed configuring atednterface combined
with necrootwe demonstrated an efficient way to establish routes usiogting.conf
file. Finally, all these components allow us to build a sefi@feMat utilitiesto enable
control-engineers to develapnecs using a MATLAB like interface.

Using the routing.conf file, we also illustrated how consgstems naturally create
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their own routes. The sensor imatworking sourcecreating a time-base for the system
and generating messages to be routed to eitimetwaorking filter or networking sink
The controller is aetworking filter receiving messages from the sensor, modifying the
data and sending an appropriate message to eithetveorking filter or networking
sink In the ball and beam example the controller sent a commarsgage to the mo-
tor actuator. The motor actuator behaved ag®@vorking sinkreceiving the messages
from either anetworking sourcer networking filterand applied the appropriate input to
the motor. We also showed in the ball and beam example howil®ing a redundant
controller we can accomplish the reprogramming on the flyec8gally, the second
controller, initially configured as metworking sinkcan be reconfigured with new con-
trol parameters and then switched to beconmet&vorking filterwhile configuring the
initial controller to be anetworking sink This shows that if a control system requires
extensive time to reconfigure itself, the parallel architee just described, can safely
do so without having to risk having the system go unstables iBha valuable feature,
which may be used for control, reconfiguration and fault dagjics and identification,
switching control, etc.

Working with the memory constrained MICA2 and MICAz motes wentified
a unique way to increase our module configuration spacee-Sgatce control appli-
cations, in particular, those which require a state-oleemequire large amounts of
memory to describe a model of the system. In order to destndsystem and make
it re-configurable, we have identified that a section of ma¢flash can be reserved for
reading in module control parameters into the stack duriogute run-time. Using
SOSwith it's co-operative scheduler, an engineer can wirdyessnd new control pa-
rameters to the internal flash section in order to reconfigncetune a state-observer.

The current implementation is slower, however, due to thee@sed memory read times
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from the internal flash section.

Although, neclal is in its initial release, it has become a fairly advanceetei
of software. One limitation, is related to the limited meagsaouting infrastructure.
Presentlyneclabrelies on the built i'SOSmessage routing structure, which is quite
advanced; however, configuration messages can only bdisls&hif the gateway mote
can access an individual node directly on the network. Wepargcularly interested
in adding a more advanced routing interface, to enable piedtiop routing for initial
configuration. We are going to be actively usimgclabfor designingwnecs and hope

the control-community will fincheclaba useful tool for their own research.

5.5 Blink Example

As shown in Figure 5.3, a basic network has been created ahdkaniodule has
been loaded and enabled on each MICA2 mote in order to cahiedilink rate of the
yellow, green, and red LEDs. Each mote is a member of group®each mote name
corresponds to its address (motel has an address of 1). iRkarmdule utilizes the
configuring module interface and a module specific LED stngct The LED struc-
ture contains the state of each LED, a basic clock structuredch LED, and a mask
to selectively filter the state of a given LED. Motel serves agtworking sourcen
which its timer is configured to repeat every 1024 counts @& second. Once con-
figured, and enabled by a MSGONFIGURING ENABLE message, motel’s blink
module will change the status (on/off) of the red LED evergdands, green LED ev-

ery 2 seconds, and the yellow LED every 8 seconds. Each timkethstate changes

a MSG STANDARD_IO message is delivered to mote2’s blink module. Figure 5.3

indicates that motel currently has the yellow and green L&RSs The message re-

ceived by mote2 contains the new lsthte of motel. Mote2, configured asetwork-
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ing filter masks the received lestate such that only the red and green led state will
pass. As a result only mote2’s green LED is indicated as onthimexample, we
chose to let the interval timer for mote2’s blink module utgdthe new status of the
led state on the physical blink display so there could be aydep to half a second.
This is done to illustrate that we can isolate the handlingsyinchronous events with
a synchronous task. Last, the filtered Jgdte of mote2 is delivered to mote3 as a
MSG_STANDARD_IO message. Mote3, configured asetworking sinkupdates the
newly received ledstate and displays the lit green LED with a lag of no greatanth
half a second. Note that modules on the network can be endlsabled by broad-
casting a MSGCONFIGURING {ENABLE,DISABLE} message or motes can be en-
abled/disabled individually. Configuring messages areveied reliably to individual
motes, using the SOBISG_RELIABLE interface. As a result, configuring messages
which are broadcast can not currently be acknowledged ag beliably sent; however,

may still be deemed useful for a quick initial shutdown of ateyn.
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Figure 5.1. Ball and Beam Network Embedded Control System.
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Figure 5.2.neclabblock diagram for ball and beam control.
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a bIink_Iab/root/groupZ/mote1\
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blink_lab/root/group2/mote2
ADDRESS = 1 ADDRESS = 2
GROUP =2 GROUP =2
Blink Module (BLINK_PID) Blink Module (BLINK_PID)
INTERVAL = 1024 (1 sec.) INTERVAL =512 (0.5 sec.)
FLAG = FLAG =
CONFIGURING_SOURCE CONFIGURING_FILTER
DESTINATION[O) DESTINATION[OK
DADDR =2, ~———— DADDR= 3,
DID = BLINK_PID, DID = BLINK_PID,
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ADDRESS = 3
GROUP =2

Blink Module (BLINK_PID)
INTERVAL =512 (0.5 sec.)
FLAG = CONFIGURING_SINK
LEDS{
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Figure 5.3. blinklab network routing diagram.




APPENDIX A

NETWORKED EMBEDDED CONTROL SUBJECT TO RANDOM DELAYS

A.1 Strictly Positive Real and Strictly Input/Output PasdiTI Systems

It is not clear that anyone has formally stated that ifTd system isstrictly-input
passivat is alsostrictly-output passivePossibly this was implicitly understood in the
earlier literature folLTI systems [25, 133, 135] in which the definition fostictly-
input passivesystem (Definition 3) was termestrictly passive A strictly passive
(strictly-input passivesystem withfinite /2-gain is strictly-output passive There is
an emphasis in the literature ttsdtictly passivéstrictly-input passivisystems may or
may not havdinite /2-gain, however, there is no specific statement thatritly-input
passive LTIsystems hasinite /2-gain. This is emphasized by the fact that both [59,

Corollary 1] [60, Corollary 2] note that discreBPR LTIsystems are indeed stable.

Definition 12 [60, 122] Let H(s) be a square rational transfer matrix in H(s) is

said to be strictly-positive real (SPR) if
a) All elements ofi (s) are analytic inRe(s) > 0;
b) H(jw)+ H'(—jw) > 0,Vw € R

c) i. 1m W H(jw)+ H'(—jw)] >0,if [ D+ DT =0

w—00

i. m [H(jw)+ H'(—jw)] > 0,if |[D+ DT #0

w—00
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Definition 13 [60, 122] Let H,(z) be a square rational transfer matrix in H,(z) is

said to be SPR if
a) All elements ofi,(z) are analyticin|z| > 1
b) Hy(e’?) + H] (e7%) > 0,V0 € [0, 27]

Note that both definitions are slightly more restrictivertithose given by [122], how-
ever they are consistent with previous statements rel&igto strictly-input passive
systems [25, 60, 133]. Thus by Definition 12 and Definition @Btsuous and discrete
SPR LTIsystems are stable which implies tisatictly-input passiver strictly-output
passivesystems are also stable. It has already been showssttiatty-output passive
systems havéinite /?-gain, it remains to be shown thafT| strictly-input passivesys-

tems also havéinite [2-gain.

Theorem 12 [80] The L?/i?-gain of a LTI system described by a transfer maffifp)

equals thel{,, norm of H defined by

[Hlloo = sup |[H(p)l] (A.1)

peEN

where() is the right half plane? = C, for the continuous time (CT) case, and the
exterior of the unit circl€) = D, in the discrete time (DT) case. Moreover, for rational
transfer matrices with no poles ift (such as SPR systems), the supremum can be
calculated on the boundary 6f (the imaginary axis in the CT case and the unit circle

in the DT case).

Therefore, from Theorem 12 a continuous/discieté strictly-input passivesystem
which is SPRhasfinite L?/1?>-gain which implies theLTI system isstrictly-output
passiv§l27, Remark 2.3.5].
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Corollary 10 Every continuous/discrete LTI system which is strictjytitpassive has

finite L? /12-gain, therefore it also strictly-output passive.

A.2 Observer Simulation Equations

In order to simulate an observer for a continuali$ plant in which the actual state
space matrices for the actual passive plant are denoted
{A, € R B, € R™P C, € RP*™ D, € RP*P}. The actual discrete equivalent
matrices for a passive system are computed appropriatelysasibed by (2.47), (2.48),
(2.49), (2.50), and (2.51), and denoted{d,,, I'ca, Coa}. If the observer is imple-
mented on the plant side forl&'| strictly-input passiver strictly-output passivelant

as depicted in Fig. 2.6 and described by Corollary 6, thersyiseem can be described

by
z(k+1) O PSS KcCoa | |2(K)
x(k+1) —bl0aCoto Poa z(k)
I‘efo
+ (V2000p (k) + 1op(k))
I‘efoa
for(k)| | Ceto O | |2(K)
p(k) 0  Coa| |z(k)
Defo
+ (V2bvop (k) + 70p(k)) (A.2)
0
in which
Fefoa = Foa(I - bDefo)- (A‘?’)
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Similarly, if we implement the observer for a continuousrplan the “controller side”
(i.e. when the plant is more accurately depicted as havingnaifiput and correspond-

ing effort output) as depicted in Fig. 2.6 and described byolary 7 then the system

can be described by

i’(l{? + 1) (I)feo Kecoa 'ij(k)
x(k+1)

éoc(k) Cfeo 0 i'(k)
p(k) 0 Coal |z(k)

Dfeo 2
+ |: ( EUOCU{;) + TOC(]C)) (A4)

in which

1
Ffeoa = Foa(I - _Dfeo>- (AS)
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APPENDIX B

MATHEMATICAL PRELIMINARIES: WIRELESS CONTROL SUBJECT TO
ACTUATOR CONSTRAINTS

B.1 Discrete Markovian Jump Linear Systems

Much work has been accomplished, that allows us to deterrheneandom con-
trol system is stochastically stable [49, 50, 55, 108, 110hfortunately stochastic
definitions for stability such astochastic stable (ssinean square stable (msgxpo-
nentially mean square stable (emahdalmost sure stable (aslo not imply any form
of deterministic stability such dsyapunov stabilityf55]. One class of systems which
has received much attention, is the (continuous/discMHt)S MJILS are stochastic
systems which have been shown to be equivalandgn square stable (mssxponen-
tially mean square stable (emsindalmost sure stable (a$31, 50]. TheMJLSmodel
was initially used to justify the design of controllers osgyms subject to discontinu-
ous or abrupt changes in particular they are used to modekpgnential failure/repair
distributions [16]. Most recently these systems have beed to model and simulate
wnecq68, 108-110].

Following the notations used by in [49], a discr&tdL.Scan be described as shown
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in (B.1).

L1 = A(’f‘k)l’k + B(m)uk (Bl)

yp = C(ry)zy,

The discrete sequenéec (1...N) in which N can be infinite, the internal process
statez;, is governed by the discrete matricééry), B(rx) while the process outpug

is described by’ (7). The matricesA(ry), B(ry), C(ry) are linear discrete matrices
dependent only on the Markov state The Markov state, is a discrete time, dis-
crete state Markov chain which has distinct values in theefisetS = {1,2,... s}.
The transition probabilitiesy,, which can be recursively determined at stepy the
following difference (B.2).

Tpp1 = L'y, (B.2)

I' € ®°** is the state transition matrix such that each elemgnt Pr{ry1 = j|ry =
i} > 0and thatfor ali € S the following equality hold$ >%_, p;; = 1. Itis interesting
to note that these conditions do not require the Markov ctwelbe stationary; however,
if all elementsp;; > 0, then the transition matrik will be irreducible and aperiodic.
This implies that a unique stationary distributiaf will result, independent of the

initial stater, this distribution can be determined from (B.3).

'r* = (B.3)

It should be apparent from (B.3) that is the unit eigenvector of the unit eigenvalue
which can be calculated by solving for the null spacegldf— 7). A wnecs which
relies on feedback over an iid Bernoulli channel is an ircsiole and aperiodic Markov

process. Defining the probability of a successful radiogmaission ag and defining
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r, = 1 for a successful transmission, the state transition méatiras the following

form.

1 _
r— |77 (B.4)

p 1—p

A fundamental result for these systems is the following Teeol3 [49].

Theorem 13 System (B.1) withh = 0 is said to be stochastically stable if and only if
for a given set of symmetric matric€d’; > 0 : i € S}, there exists a set of symmetric

solutions{M; > 0 : i € S} of the following coupled matrix equations

ZpijA;Min — M; = -W; (B.5)

j=1
B.2 Memoryless Nonlinearities

Two general classes of memoryless nonlinearities are teebiewed. The first
class of these nonlinearities is knownsestornonlinearitiess(u(x)) in whichy(z) =

¢(u(zx)) Vo in which z can be continuous timeor discrete time.

Definition 14 [25, Definition I-1.1] Let¢ : R — R with ¢(0) = 0. We say that
¢ € sector (ki, ko) iff kyu? < ug(u) < kyu?, Vu € R withu # 0.

Many equivalent statements can be made in regards to a mEs®scalar sector non-

linearity.

Theorem 14 [25, Theorem 1-1.2] Lek, ky, € R with &y < k. Letg : R — R with

»(0) = 0. Such that the following statements are equivalent:
i) ki <2 <ky, Vu#£0

i) ku? <wuo(u) < kou?, Vu e R
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Figure B.1. Nonlinear controller arrangement studied By A1, 42].

i) [p(u) — kul[p(u) — kou] <0, Vu € R
V) [o(u) — cul® < r?|ul?, Yu € R

where

A A
Cc = =

(]C1+]€2), T (]{72—]{71), ]{71/{32202—7’2

N =
DN =

When the input: is a vector, such a set of equivalent statements are difficuttake.
However, the following definition is fairly general and aigslto a large class of sector
nonlinearities. Note also that these sector nonlinearttén be typically treated as time

varying if desired.
Definition 15 [53, Definition 10.1] A memoryless nonlinearity: R™ — R™ is said
to satisfy a globasectorcondition belonging to secta¥;, K| if

[b(u) — Kyu]"[p(u) — Kyu] <0, V¢ >0, Yu € R™ (B.6)

holds for some real matrices’; and K,, where K = K, — K, is a positive definite
symmetric matrix. If (B.6) holds with strict inequalityeting(-) is said to belong to a

sector( Ky, K»).

In [15, 41, 42] the following nonlinear control blogk(u(x)) has been shown to

effectively create stable control systems which are stilbgean even broader class of
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memoryless nonlinearities{u(z)), as depicted in Figure B.1. The controller has been
studied where(z) = r(z) — y(z),x = t in which G and G, are §trictly)-positive
real[15]. Later it was studied whea(x) = r(x),z = t (z = i) andG andG, form
a passiveexponentiallygeometrically passivepair [41, 42]. The only constraints on
these memoryless nonlinearities is that R™ — R™ andVi € {1,2,...,m}, if
ui(x) = 0theno;(u(z)) = 0. Therefore,G(u(z)) = diag(fi(u(x)),. .., Bn(u(z))),
where

Bi(u(x)) = S ule) 20 (B.7)

L, if wi(x) =0

We note that the latter case wheyixz) = 0 has been defined as being arbitrary, how-

ever, we chose to usebecause when;(z) = 0 theno;(u(x)) = u;(x) by assumption,

hence,zulz) — uilr) _ 1 whenu,(z) = 0. Therefore,

Blu(x))u(z) = o(u(z)) (B.8)

and we also note that

B (u(x)) = Blu(z)) (B.9)

inwhichz € {i,t}.

Furthermore this allows us to propose the following defimiti

Definition 16 A memoryless nonlinearity : R™ — R™ is said to satisfy a global

sectorcondition belonging to sectqk;, k| if

kv <u'o(u) < ku'u, Yu € R™ (B.10)

holds anyk;, ks € R. If (B.10) holds with strict inequality, them(-) is said to belong
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to a sector(ky, k2).

Theorem 15 Letky, ky € Rwith by < k. Leto : R™ — R™ withoy(u; =0) =0, i €

{1,...,m} andg(u) satisfies (B.7). Such that the following statements arevetgrt:
) (ki — B(u)) < 0and(B(u) — koI) <0, Vu € R™

i) kiuTu <u'o(u) < kou'u, Yu € R™

Proof 20 i) — ii) first we prove the left half of the inequality holds for hatefini-

tions.

u' (kI — B(u))u <0, Yu € R™
kv < u'(B(u)u), Yu € R™ (B.11)

kiuu < u'o(u), Yu € R™ (B.12)

Note that the simplification from (B.11) to (B.12) is a direxgult of application of

the definition for3(u). The proof for the right half of the inequality is as follows:

u'(B(u) — kol)u <0, Yu € R™
u' (B(u)u) < kou'u, Yu € R™ (B.13)

u'o(u) < kyu'u, Yu € R™ (B.14)

i) — i) is fairly obvious when we substitutgu) = 8(u)u andu™u = u' Iu in to

(B.10) which yields

k' Tu < u'B(u)u < kou' Tu, Yu € R™ (B.15)
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in which

u' (kI — B(u)u <0, Vu € R™ (B.16)
(k1I — B(u)) <0,Vu € R™ (B.17)
similarly,
u' (B(u) — kol)u <0, Yu € R™ (B.18)
(B(u) — kol) < 0,Yu € R™ (B.19)

and completes the proof.

Next we provide the following definitions and theorem whiekates how the bounds
on the achievable maximum and minimum singular valuegitay relate to the sector

[k1, k2] bounds.

Definition 17 The maximum achievable singular value squargd x (5(u))? is

oarax (B(w)? 2 max(oy (B(w))?), Yu € R™ (B.20)

in which oy, (5(u)) denotes the maximum singular value of the resulting matfix)

for a givenu.

Definition 18 The minimum achievable singular value squasgg v (3(u))? is

orrin(B(w)? £ min(o,,(5(u))?), Yu € R™ (B.21)

in whicho,,(3(u)) denotes the minimum singular value of the resulting maitfix) for

a givenu.
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Theorem 16 For a given sectofk, k2] nonlinearity:
|) O'M]N(ﬁ(u))z =0if eitherk‘l =0, or ]{32 =0, or O'(U) € Cl, ]{51 <0< ]{32.
ii) UMAX(ﬁ(U))2 = max(k%, k‘%)

Proof 21 Sinces(u) is a diagonal matrix, them,, (G(u)) = max (| Ay (B(w))|, [Am(B(w))])
inwhich A, (-) denotes the maximum eigenvalue and-) denotes the minimum eigen-

value of3(u).

i) If ki > 0thano,y v (8(u))? = k?, therefore onlye; = 0 will satisfyo v (8(u))? =
0 for this case. Next if, < 0thanoyn(8(u))? = k3, therefore onlyk, = 0 will
satisfyoy v (B(u))? = 0 for this case. Lastly, If(u) € C!, thenifk; < 0 < ko,
then there existsasuch thal% =0, u; # 0 which implies thaty;; v (3(u))? =
0.

ii) From Theorem 15-i, we see thatin(\,,(3(u))) = k1, Vu € R™andmax(Ay (5(w))) =

ko, Yu € R™, thereforeo s ax (3(u))? = max(k?, k3).
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APPENDIX C

MATHEMATICAL PRELIMINARIES: WIRELESS DIGITAL CONTROL OF
CONTINUOUS PASSIVE PLANTS OVER TOKEN RING NETWORKS

C.1 Key Formulas For Finite Markov Chains

We summarize some key results given by [113] as they allow esdluate various
random processes which can be described by a finite MarkoinChge assume the
chain can be described by a finite set of states{1,...,m} and the state transition
matrix P. If the chain is an absorbing chain, it will reach an absagbstate with
probability 1. An absorbing state is one that once reached, it will notdahat state

(i.e. P, = 1). Hence, we are interested in the following processes:

1. u;: The number of times the process is in the nonabsorbing gthtfore being

absorbed.
2. v: The number of steps taken before absorption.
3. w: The number of different nonabsorbing states entered beflosorption.

4. z: The state in which the process is absorbed.
Using the following notation:
1. Pr[p]: The probability thap occurs when the process is started in state

2. M;[f]: The mean value of the random varialflerthen the process started in state
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3. Ci[f, g]: The covariance of andg when the process is started in state

The transition matrix can be put in a canonical foftrin which the absorbing states
are placed first such that
I 0

P = (C.1)
R Q

From which we can compute the following first and second mdambased on the

fundamental matrixV = (I — Q)~! as given in Table C.1.

TABLE C.1

FIRST AND SECOND MOMENT STATISTICS FOR AN ABSORBING
MARKOV CHAIN [113]

First Moment Second Moment
N = {Mfu]} = (I -Q)™ Np={Mu]} = N(2Ngy — I)
7 = {M;[v]} = Ne 7 = {M[v’]} = (2N — I)Ne
H = {M;[w]} = NN, 'e

In which IV, is a matrix with the same diagonal elementévaand0 elsewhere, and
e is a column vector of ones. Itis also given tiiat= {Pr;,[z = j|} = NR. Denoting

the covariance of giveni aso? = {C;[v, v]} can be calculated as follows:
02 =1y — diag(7)T = [2N — I — diag(Ne)|Ne = 2N — I —diag(7)]7.  (C.2)
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C.2 Formulas for Calculating Packet Error Rates

The bit error rateP,., is the percentage of bits dropped per transmission of atbit, i
depends on the signal to noise ratio ii%., = f(snr). The packet error ratg,., is the
percentage of packets dropped per transmission attempt dbding scheme is used
to correct for bit errors in a packet, which is typically doaed if we assume the bit

errors are independent. Then the packet error rate is

Pper =1- (1 - Pber)np (C3)

in which n, is the number of bits in a packet. Therefore, we focus ounudision on
how to obtain an estimate of the bit error rate.

The bit error rate is dependent on the received signal pdethe thermal noise
power P, the “noise” factor associated with the recei¥érand the average noise from
every interfererP,;. The bit error rate is typically calculated using the sigiwahoise

ratio snr or the signal to interferer noise ratsdnr.

b,
FPtn

(C.4)

Snr —

Typically, thesnr does not explicitly include the noise factbrassociated with the re-
ceiver electronics (i.eF’ = 1) however, unlike interference noise it has a multiplicativ

effect on reducing the effectiver.

P,
inr= ——— C.5
sinr F(Po + Por) (C.5)

Typically, the power is expressed in dBm in whig¢hiBm represent$ mW of power,

and the signal to noise ratio and noise factor can be exgtessgB. Therefore we
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assume power is expressed in mW and denote
SNR = 10log,) 1 — Py — NF — P (C.6)
— o) = — — .
810 FP, R TN

in which Pr = 10log,,(P,)dBm, NF' = 10log,,(F')dB (denoted as the noise figure),
and Pry = 10log,,(P;,,)dBm. WhenF' = 1, NF = 0, we denote the corresponding

SNR asSNR;. Similarly we denote

=P~ NF-P C.7
YL TN (C.7)

in which Pry.; = 10log,, (P, + P,;)dBm.

As the name suggests, the thermal noise power is dependaehedemperature
of the environmenf” (Kelvin), and the bandwidtt3 (Hz) of the receiver. Denoting
Boltzmann’s constant dsin whichk = —198.6 (dBm/degreesK-Hz), we can calculate

the thermal noise power as
Pry = —198.6 + 10log,, 7"+ 10log,, B dBm. (C.8)

The received power is dependent on the transmitted pdwethe receiver and
transmitter antenna gairis,, GG;, the distance between the receiver and transmitter
the average unobstructed distamgethe path loss exponent and the wavelength of
the transmission, A = o In which ¢ is the velocity of light 8.0 x 10® m/s) andf is
the carrier frequency. These relationships are descripelefollowing formula:

PGG(25)?, if d < d,;

P = (C.9)
BG,G(20)* ()", otherwise;
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which is the Friis free-space equation when= 2, when transmissions occur with

obstructions it is generally higher [99]. In terms of dB

Pr+Gr+ Gg —20log,, 52, if d < d,;
Py = (C.10)

Pr+ Gr + Gr — 20log,, 5= — 10nlog,, 7=, otherwise;

in which Gr = 10log,,(G;) andGr = 10log,,(G,). Which, in terms off given in

MHz fy; . the received power can be written as

Pr+ Gr+ Gr+27.6 —20logyo farm. —20logy, d, if d < d,;
Pr =

PT + GT + GR _|_ 276 - 20 loglo fMHZ - 20 10g10 dO - 107’L loglo %, OtherWISe,
(C.11)

With the path loss defined d3%,(d) = Pr — Pg, it will have the following form:

—GT — GR —27.6+ 20 loglo fMHz + 20 IOglo d, if d < do;
Pr(d) =

—Gr —Gr —27.6 4+ 20logyy fmm: + 20log,, d, + 10nlog,, d%, otherwise;
(C.12)

which agrees with [99, (16)] for the case whén- d, = 1 meter and&y = Gr = 0.0

dB. Table C.2 summarizes our discussion thus far.

The table lists a new term known as the receiver sensitif80], which is typically
provided by the manufacturer of the digital radio. The addal termSNR,,,;, denotes
the minimum acceptabl&R such that the bit error rate (or packet error rate) achieves

some minimal acceptable level.
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TABLE C.2

KEY TERMS AND FORMULAS TO DETERMINE RECEIVEDSNR.

Term Symbol Formula
receiver antenna gain (dB) Gr 10log,y(Gy)
transmitter antenna gain (dB) Gr 10log4(Gy)
path loss (dB) Pr(d) (see. (C.12))
transmitted power (dBm) Pr 10logo(F;)
received power (dBm) Pr Pr — Pr(d)
thermal noise power (dBm) Pry  —198.6 + 10log,, 17"+ 10log,, B

min. accept. signal to noise ratio (dB)SNR,,,;,

receiver sensitivity (dBm) S SNR,in + Pry + NF
receiver noise figure (dB) NF 101logo(F)
signal to noise ratio (dB) SNR Pr—Py(d)— NF — Pry

C.2.1 Packet Error Rates for 802.15.4 As a FunctiogaN® and Transmission Dis-

tanced.

The 802.15.4 standard specifies the physical layer andl&@layers for a wireless
network [40]. The physical layer specifies the type of motlotaand carrier frequen-
cies which will be used to transmit data over a network. Iripalar, we will concern
ourselves with the radio which uses a carrier frequencyrat@d50 MHz and each
channel has a corresponding bandwidt® &dHz. The modulation uses a four bit off-
set quadrature phase-shift keying (O-QPSK), in which ed¢heo16 data symbols is
mapped to a corresponding 32-chip pseudo-random noiseg@&iNience [40, pp. 45-

47]. As such a significant, coding gain is achieved in tramtsmgi individual bits. The
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Figure C.1. Bit error rate as a function $i{R.

following formula in [40, p. 643] can be used to relate fhe. as a function of thenr

16
8 1 16 1
P _ _1k: (20><snr><(f—1)). 1
per (STLT) 16 2 (k)e z (C.13)

The correspondind’...(SNR) is plotted in Figure C.1.  Figure C.1 also includes the

corresponding curve in which

T o

Pyer(snr) = Q(V2snr), Q(x) ! /OO e~ du. (C.14)

Figure C.1 shows that (C.14) which was used in [111] to mduel&02.15.4 bit error

rate, fails to capture the significant coding gain for thgpeesive modulation scheme.
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The CC2420 is a true single-chip 2.4 GHz IEEE 802.15.4 campRF transceiver
designed for low power and low voltage wireless applicaip48]. The published
sensitivity is typically—95 dBm with a minimum allowable of-90 dBm. The sen-
sitivity corresponds to a received power level in which fhg. < 1% for a20 byte
length packetr, = 160 bits). In order to achieve such a loW,,, the P, <
- (1- PpeT)ﬁ] = 6.28 x 10~° which corresponds to 8NR,,;, > 0.41 dB. As
such the noise figurd/ F' is typically 15.44 dB which can be as high &%.44 dB for
some transceivers. With this information, and noting tlaatechannel has a bandwidth
of 2.0 MHz, we can generate the following figures which shBy, as a function of
transmission distance: Figure C.2, Figure C.3, Figure &d,Figure C.5. As to be ex-
pected the free space transmission distances were longéefeamer,.,, what was a
bit surprising was the significant loss in transmissionadise when the sensitivity was
increased from-95 dBm to —90 dBm. We chose three different packet length8
bits (n, + nses = 120, ng = 0 bits), 248 bits (n; = 128 bits), and1080 bits (4 = 960
bits). The largest amount equals the most data you can fieimegbeive and transmit

buffers for the CC2420.
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